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ABSTRACT1

PERFORMANCE STUDIES FOR THE PACIFIC OCEAN NEUTRINO2

EXPERIMENT (P-ONE)3

By4

Jean Pierre Twagirayezu5

During the past decade, the IceCube Neutrino Observatory has been at the forefront6

of neutrino astronomy, detecting a diffuse flux of extraterrestrial neutrinos and success-7

fully identifying some sources of these high-energy neutrinos. However, most astrophysical8

neutrinos detected by IceCube have not been associated with known astronomical sources.9

The Pacific Ocean Neutrino Experiment (P-ONE), a km3 scale neutrino telescope, is be-10

ing developed to be deployed in the northern hemisphere’s Cascadia Basin, off the coast of11

Vancouver Island. By deploying P-ONE in the northern hemisphere and in water, where12

light scattering is reduced compared to in-ice experiments, P-ONE will complement existing13

or under-construction neutrino telescopes, such as IceCube, KM3NeT, and Baikal-GVD, to14

cover the full sky and provide additional observational windows for neutrino astronomy.15

This thesis aims to forecast the sensitivity of the P-ONE to point sources using Monte16

Carlo Simulations. We present a first detailed Monte Carlo event simulation for the P-17

ONE. This involves generating events in the detector volume, propagating Cherenkov light18

produced by secondary particles in the detector medium, leveraging software tools previously19

developed by the IceCube collaboration, and simulating the response of the optical module20

to the Cherenkov photons.21

We present a track event reconstruction algorithm, based on a maximum-likelihood22

method, developed for the P-ONE using Monte Carlo simulation. Recorded light pulses23

are evaluated using pre-computed arrival time distributions of Cherenkov photons at optical24



modules as functions of track parameters. We found that for muon tracks with more than25

> 700m in track length, P-ONE can potentially reach an angular resolution of ∼ 0.1◦ at26

1TeV, which improves to ∼ 0.05◦ at 1PeV. These values are a factor of ∼ 4 better than27

those currently achieved by IceCube.28

Finally, using the expected angular resolution, we estimate the discovery potential, the29

flux required to detect a point source of astrophysical neutrinos with P-ONE. We evaluated30

the expected performance of P-ONE for some known point source discovered by IceCube.31

We extend our calculations to a generic steady-point source located at different declinations.32

With expected track angular resolution at or below a tenth of a degree, P-ONE will be able33

to discover a steady point source, depending on the energy and flux, by observing as few as34

seven events from that source with a few years of operation.35
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Chapter 1426

Neutrino Astronomy427

In 1912, Victor Hess discovered cosmic rays when conducting a series of balloon experiments428

to measure ionizing radiation at increasing altitudes. Despite the progress that has been429

made to measure their energy spectrum and composition, the origin of cosmic rays, these430

very high energies, remains a mystery.431

Accelerated cosmic rays interact with ambient photons or matter. These interactions432

produce neutrinos, gamma rays, and cosmic rays (see Sec.1.1.3). Cosmic rays have been433

measured by multiple air-shower experiments up to Energy about 1020 eV (see Sec.1.1). As434

these are charged particles, the interstellar magnetic field deflects them, and by inferring435

their sources from their energy spectrum, the composition measurement is limited.436

On the other hand, gamma-rays produced from the decay of neutral pions resulting from437

cosmic ray interactions can travel to Earth and provide evidence of cosmic ray sources, such438

as supernova remnants [25]. However, gamma-rays are attenuated by intervening matter and439

radiation in the galaxy and can often be obscured by synchrotron radiation from electrons440

also present in the source.441

Astrophysical high-energy neutrinos produced from the hadronic interactions (Eq. (1.3)442

and Eq. (1.2)) of cosmic rays are not deflected by the galactic magnetic field and point443

directly from their sources; and therefore are ideal messenger particles for identifying the444

sources of cosmic rays. But they are challenging to detect, and only a large neutrino telescope445
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increases their chance of being detected.446

In this chapter, we introduce the field of neutrino astronomy. In Sec. 1.1, we briefly447

discuss the astrophysical neutrinos and their connection to cosmic rays. Sec. 1.2 discusses448

the methods that neutrino telescopes use to detect neutrinos indirectly, followed by Sec. 1.3449

that highlights current operational neutrino telescopes.450

1.1 Cosmic Rays451

1.1.1 Energy Spectrum452

Cosmic rays have been measured by various experiments in terms of energy spectrum and453

composition. The plot in Fig. 1.1 shows the cosmic ray energy spectrum measurement over454

several orders of magnitude in energy. They mainly consist of protons (hydrogen nuclei)455

above 90%, but also include alpha particles (helium nuclei), heavier atomic nuclei, electrons,456

and positrons. These particles travel through space at nearly the speed of light and possess457

energies that span a wide range, some even exceeding 1020 eV, far beyond what any human-458

made particle accelerator can achieve. The number of particles decreases rapidly as the459

energy increases. At the energy above a few GeV the differential energy spectrum follows460

approximately a power-law distribution given by Eq. (1.1), where is γ the spectral index.461

dN

dE
∝ E−γ (1.1)

The spectrum presents several key features: it follows a power law above a few GeV with462

an index of approximately γ = 2.7 up to roughly 1015 eV. Near 1015 eV , a knee appears463

and the spectrum softens from index γ = 2.7 to about γ = 3.1 [26]. These cosmic rays464
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Figure 1.1: Cosmic ray energy spectrum measured by air-shower experiments. Figure is
taken from [1].

are commonly attributed to galactic accelerators reaching their maximum energy and to465

higher-energy protons escaping the galactic magnetic field [27]. Between the knee and the466

second knee, the spectrum continues to soften up to about 8 × 1016 eV. At the second knee467

( 8×1016 eV), the spectrum steepens further to an index near γ = 3.3 [27,28]. This attribution468

is that likely heavier nuclei reach their maximum energies before they can escape the galaxy’s469

magnetic field. Around 4 × 1018 eV, the ankle marks a hardening of the spectrum. This is470

often interpreted as the transition to extragalactic dominance, where the galaxy’s magnetic471

field can no longer confine cosmic rays. An alternative explanation invokes energy losses472

from interactions between cosmic-ray protons and CMB photons. At the highest energies473
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above 5×1019 eV, there is a rapid steepening of the spectrum known as the Greisen-Zatsepin-474

Kuzmin (GZK) cut off [29]. This is where cosmic rays interact with photons from the CMB475

and lose their energy, which explains the sharp spectral cutoff.476

1.1.2 Cosmic Ray Origins477

The potential galactic sources of cosmic rays include supernova remnants, pulsars, and many478

others. Several candidate sources beyond our galaxy include active galactic nuclei, gamma-479

ray bursts, starburst galaxies, and galaxy clusters.480

Supernova Remnants (SNRs)481

Shock waves from exploding stars accelerate particles through first-order Fermi acceleration.482

SNRs are considered the dominant source of galactic cosmic rays below 1015 eV.483

Active Galactic Nuclei (AGNs)484

AGNs are bright regions at the centers of galaxies where a supermassive black hole pulls in485

gas. As matter spirals inward, some is ejected in relativistic jets perpendicular to the disk.486

This produces high-energy gamma rays and potentially high-energy neutrinos. Depending487

on their jet orientation and appearance to Earth viewers, AGNs are classified as Seyferts,488

radio galaxies, quasars, or blazars. When a jet points at Earth, the AGN is seen as a blazar.489

In 2017, IceCube detected and identified neutrinos associated with blazar TXS 0506 + 056490

as one of the sources of cosmic rays [30, 31]. In 2022 IceCube has also identified a nearby491

Active Galaxy, NGC 1068, as the steady source of high-energy neutrinos [23].492
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Gamma-Ray Bursts (GRBs)493

Gamma-ray bursts are brief, extremely bright gamma-ray flashes lasting up to several hun-494

dred seconds. They are randomly distributed in the sky and thus extragalactic. Leading495

models associate them with either massive stellar core collapse (long–soft GRBs) or com-496

pact binary mergers, such as neutron star–neutron star or neutron star–black hole systems497

(short–hard GRBs). They launch ultra-relativistic fireball jets that produce gamma rays498

and are expected to emit high-energy neutrinos.499

1.1.3 Astrophysical neutrinos500

In the Standard Model of particle physics, neutrinos are electrically neutral, nearly massless501

elementary particles that interact only via the weak force and gravity. They exist in three502

flavors, electron (νe), muon (νµ), and tau (ντ ), each associated with a corresponding charged503

lepton (see Fig. 1.2). The Fig. 1.3 shows the energy spectrum of natural and man-made504

neutrinos.505

Astrophysical high-energy neutrinos are conventionally produced when protons are accel-506

erated to very high energies in cosmic sources and then interact to create short-lived particles507

that decay into neutrinos. In a pp interaction, cosmic rays interact with gas near their source508

and generate pions, kaons, neutrons, and other short-lived heavy hadrons as per Eq. (1.2).509

p+ + p+ −→ π±, π0, K±, n, . . . (1.2)

In a pγ interaction, cosmic rays may also interact with ambient radiation around the510

source, producing unstable hadrons as shown in Eq. (1.3).511
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Figure 1.2: Neutrinos in the Standard Model of particles. The figure is taken from [2].

p+ + γ −→ ∆+ −→ n+ π+

p+ + γ −→ ∆+ −→ p+ π0
(1.3)

Neutral pions from both pp and pγ interactions decay into gamma-ray photons Eq. (1.4).512

These photons can be detected by imaging Cherenkov telescopes, such as Fermi-LAT [25].513

π0 −→ γ + γ (1.4)

Charged pions decay into muons and muon neutrinos according to Eqs. (1.5). Those514

muons subsequently decay to produce electron neutrinos plus additional muon neutrinos.515

This chain yields approximately twice as many muon neutrinos as electron neutrinos and516

produces no tau neutrinos at the source, resulting in an initial flavor ratio of 1 : 2 : 0.517
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Figure 1.3: Neutrino energy spectra from different neutrino sources. The atmospheric neu-
trino flux (green) dominates the astrophysical neutrino flux from diffuse neutrino emission
from AGN (pink) up to 100 TeV. This plot is taken from [3].

Over cosmic distances, neutrino flavor oscillations continuously swap flavors, and this ratio518

is changed to an observed ratio of 1 : 1 : 1 when they reach the Earth.519

π+ −→ µ+ + νµ −→ e+ + νe + ν̄µ + νµ

π− −→ µ− + ν̄µ −→ e− + ν̄e + νµ + ν̄µ

(1.5)

One of the main challenges in detecting astrophysical neutrinos is the significantly greater520
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abundance of atmospheric neutrinos (see Fig. 1.3). The atmospheric neutrinos are produced521

when cosmic rays collide with the atmosphere, generating mesons that subsequently decay522

into neutrinos. Their spectrum consists of two components: conventional neutrinos fall523

steeply at high energies and are created from the decay of pions and kaons. Prompt neutrinos524

are from heavier mesons that yield a harder spectrum.525

1.2 High-energy Neutrino detection526

Neutrino events are detected indirectly by measuring Cherenkov radiation emitted from527

relativistic secondary charged particles produced in neutrino rare interactions with matter.528

These photons are collected by an array of photomultiplier tubes (PMTs). By analyzing529

the number of detected photons and their arrival times, the properties of neutrinos, such as530

direction, energy, and type, can be determined.531

1.2.1 Neutrino Interaction532

At the energy relevant to neutrino telescopes, neutrinos interact via neutrino-nucleon deep-533

inelastic scattering (DIS). This interaction involves a high-energy neutrino with a typical534

energy greater than 20 GeV, which interacts with an individual quark inside the target535

nucleon (proton or neutron), resulting in momentum transfer and leading to the nucleus536

breaking into its constituent quarks and gluons. For a neutrino interacting with a nucleon in537

the DIS process, the theoretical formulation of the differential cross-section has been reviewed538

in Ref. [32] and discussed in Refs. [33–35].539

Since neutrinos interact very weakly, the neutrino cross-section is generally very low.540

Below 10TeV, theory predicts that the cross-section grows roughly linearly with neutrino541
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energy [35, 36], so higher-energy neutrinos are more likely to interact. On the other hand,542

the flux of astrophysical neutrinos decreases sharply with energy and can reach a rate of one543

event per year, as shown in Fig. 1.3. Hence, a very large neutrino telescope (see Sec. 1.3) of544

the order of a cubic kilometer scale is needed to do neutrino astronomy [37,38].545

Figure 1.4: Feynman diagram for neutrino-nucleon deep inelastic scattering for Charged-
Current (left) and Neutral-Current (right) interaction channels. Diagram taken from Ref. [4].

νl +N −→ l− +X (CC)

νl +N −→ νl +X (NC)

(1.6)

For this weak DIS interaction, there are typically two types of interactions: neutral-546

current (NC) interactions and charged-current (CC) interactions, as illustrated in Fig. 1.4547

and Eq. (1.6). For CC interaction, a neutrino exchanges a W± boson, resulting in the548

production of an outgoing charged lepton l(e, µ, τ) and hadronic cascade (X) in the final549

state as shown in Fig. 1.4 and Eq. (1.6). For an NC interaction, there is an exchange of a550

Z0 boson, resulting in the production of a hadronic cascade (X) in the final state and an551

outgoing invisible neutrino of the same flavor as the incoming neutrino.552

9



Figure 1.5: The geometry of the Cherenkov radiation. Figure from Ref. [5]. The blue arrow
shows the direction of Cherenkov radiation. The red arrow shows the particle traveling at
speed vp such that

c

n
< vp < c. Where vp = βc and

c

n
is the speed of light in the medium.

1.2.2 Cherenkov Radiation553

Cherenkov radiation occurs when a charged particle travels through a medium at a speed554

greater than the phase velocity of light in that medium. Pavel Aleksyevich Cherenkov555

first observed the effect in 1937 [39]. From this condition necessary to produce Cherenkov556

radiation β > c/n, for a charged particle of rest mass m, the threshold kinetic energy a557

particle must have for Cherenkov emission to occur can be derived from the total energy558

E = γmc2 =
mc2√
1− β2

and is given by Eq. (1.7).559

Kmin = mc2

 1√
1− 1

n(λ)2

− 1

 (1.7)

The Cherenkov radiation is emitted at a fixed angle θc with respect to the particle’s560

direction. This angle, given by Eq (1.8), depends on the medium refractive index. The561

Cherenkov angle is approximately θc = 41° (42°) for relativistic particle with β ≈ 1 and562
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refractive index for water (ice) n = 1.35 (1.32).563

cos(θc) =
1

βn(λ)
(1.8)

where β = v/c is the ratio of the speed of the particle to the speed of light in vacuum.564

The number of Cherenkov photons emitted per unit path length and per unit wavelength565

of the charged particle is given by the Frank-Tamm formula, provided by Eq. (1.9) from566

Ref. [40]. The emission profile is peaked toward the blue near-UV part of the spectrum, and567

the angular emission profile is peaked at the Cherenkov radiation.568

d2N

dxdλ
=

2παz2

λ2

(
1− 1

β2n(λ)2

)
(1.9)

where α is the fine-structure constant, z is the charge of the particles in units of elementary569

charge, and the index of refraction, n(λ), is a function of wavelength.570

1.2.3 Event Signatures571

In this section, we introduce the event signatures observed in a neutrino observatory. High-572

energy neutrinos interact via neutral current (NC) and charged current (CC) processes with573

nuclei, producing a hadronic cascade in all cases. CC interactions also yield a charged lepton574

of flavor e, µ, τ . The resulting charged particles emit Cherenkov light, which is recorded by575

PMTs. The pattern (in terms of time, charge, and position) of detected photons depends on576

the type and flavor of the interaction.577
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Figure 1.6: Neutrino interactions signatures

Figure 1.7: Particle mean free path lengths. Figure taken from [6].

Cascade signature578

Cascade signatures come from CC electron neutrino interactions. Electrons produced in579

neutrino-nucleon DIS charged-current interactions lose energy via ionization, e+ e− pair580

production, bremsstrahlung, and photo-nuclear interactions. Electrons have a significantly581

smaller mass compared to muons and tau particles. They lose energy at a much faster582
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rate. At high energies, their energy losses are dominated by bremsstrahlung. This creates583

energetic photons, which then convert into e+ e− pairs. The new electrons radiate more584

bremsstrahlung photons and repeat the cycle. This chain forms an electromagnetic cascade.585

Both CC and NC deep-inelastic neutrino interactions produce a hadronic cascade of586

secondary particles, primarily pions. Charged pions decay mainly into muons and neutrinos,587

thereby propagating the hadronic shower. Neutral pions decay into photons, which initiate588

accompanying electromagnetic cascades. Hadronic cascades are only 10 m long, so NC events589

appear as point-like in the detector volume, resulting in nearly isotropic cascades. The CC590

νe produces similar electromagnetic cascades (see Fig. 1.7).591

Track signature592

The charged-current deep-inelastic scattering interaction of a muon neutrino produces the593

outgoing muon. Due to its longer lifetime (2.2 µs) and larger mass compared to the electron,594

a muon can travel a greater distance before losing all its energy. As shown in Fig.1.7, muons595

travel only meters at a few GeV but extend to several kilometers by ≈ 1 TeV. At these596

energies, a detected muon can originate from outside the detector volume. The long track597

that muons leave in the detected volume, as shown in Fig.1.6, leads to improved direction598

reconstruction but poor energy resolution reconstruction compared to cascades.599

Muons propagate through matter losing energy via ionization (continuously) and stochas-600

tic radiative processes. The main radiative processes are e+ e− pair production, bremsstrahlung,601

and photo-nuclear interactions [41]. The plot in Fig. 1.8 shows muons’ energy losses in wa-602

ter. At energies below 1TeV, losses are dominated by ionization. At energies above 1TeV,603

radiative losses dominate over ionization. At high energies, these radioactive energy losses604

scale linearly with energy and can produce other electromagnetic cascades along the muon’s605
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Figure 1.8: Muon energy loss. Figure taken from [6].

path. The average muon energy loss per distance
dE

dx
is approximated by the Eq. (1.10)606

−
dEµ

dx
= a+ bEµ (1.10)

where the constant term a represents ionization and the term proportional to Eµ represents607

the sum of radiative processes. The values of a = 0.00268 GeV cm2/g and b = 0.47 ×608

10−5 cm2/g for muon in ice [41]. Solving the differential equation gives the average range609

of a muon, R =
1

b
ln

(
1 +

b

a
Eµ

)
, which gives ≈ 2 km for a muon with E0 = 1 TeV in Ice.610

Double-bang signature611

The CC deep-inelastic scattering interaction of a tau neutrino produces the outgoing tau.612

Taus have a short lifetime (lifetime ≈ 0.29 ps) and decay almost immediately once they are613

produced. Their large mass (1.77GeV) also suppresses radiative energy losses during their614
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short lifetime, and such losses matter mainly above about 100 PeV. The tau decays into615

mesons such as π and K mesons. The decay modes for tau are given by Eqs. (1.11) with616

their branching ratios [27].617

τ− −→ ντ + Hadrons, BR = 64.79%

τ− −→ ντ + ν̄e + e− BR = 17.82%

τ− −→ ντ + ν̄µ + µ+ BR = 17.39%

(1.11)

As can be seen from Eqs. (1.11), tau decay modes primarily produce hadronic (64.79%)618

and electromagnetic (17.82%) cascades. At high energy, the tau can travel a large distance619

as shown in Fig. 1.7. The CC interaction of tau neutrinos produces hadronic cascades and620

electromagnetic cascades at different interaction vertices. Tau can only travel about 50621

meters per PeV before decaying [42, 43] (also see Fig. 1.7). Therefore, only at sufficiently622

high energies can a neutrino telescope distinguish the two cascades from a charged-current623

tau-neutrino event in a signature called double-bang as shown from simulation in Fig. 1.6624

and as discussed in Refs. [34, 44]. At lower energies, CC ντ signatures look like other event625

types: if the tau decays to a muon, it mimics a CC νµ track; otherwise, it appears as a626

cascade indistinguishable from CC νe or from any-flavor NC interactions.627

1.3 Existing Neutrino Telescopes628

This section provides a brief overview of the history of neutrino astronomy development,629

adapted from the discussion in Ref. [45]. The Deep Underwater Muon and Neutrino Detector630

(DUMAND) project, from 1976 to 1995, aimed to construct the first deep-ocean high-energy631

neutrino detector. DUMAND was the first effort marking the transition from initial ideas632
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since 1960 to a large-scale experimental development of a high-energy neutrino telescope633

[45, 46]. The original envisioned cubic-kilometer array with over 20, 000 PMTs proved to634

be beyond the technical and financial reach of the time. DUMAND scaled its plan from635

a grand standard array to the smaller DUMAND-II Octagon: 216 PMTs on eight outer636

strings plus one central, about 100m wide, 230m tall, to be installed 4.8 km deep, 30 km off637

Hawaii. These steps established the engineering, deployment, and calibration concepts later638

adopted by subsequent underwater and under-ice telescopes [45].639

1.3.1 Baikal-GVD640

Based on the experience gained from the DUMAND project, a collaborator from DUMAND641

proposed the idea of constructing a cubic kilometer neutrino telescope in the deep waters of642

Lake Baikal in 1980. Construction of the Baikal Neutrino Telescope (NT200) began in 1993.643

Baikal NT200, an array of 192 Optical modules on eight strings 72 m long, was completed in644

1998 [45]. The GVD-Baikal [7, 47] is a neutrino telescope being constructed in Lake Baikal645

(Russia). In 2015, a Gigaton Volume Detector (GVD) demonstrator cluster was successfully646

deployed. The first phase of construction began in 2016, with the deployment of the first647

eight clusters. In 2021, GVD-I was completed with 8 clusters, each containing 288 optical648

modules, on an instrumented volume of 0.4 km3. As of January 2025 Baikal-GVD has 4104649

optical modules installed on 114 vertical strings [7]. Each optical module has a downward-650

facing 10-inch PMT and sensors for pressure, humidity, and tilt. OMs are located at depths651

ranging from 750 m to 1275 m and are mounted on cables anchored to the lakebed, held652

upright by buoys, forming vertical strings with 36 OMs spaced every 15 m. In winter, the653

lake is fully ice-covered, with a thickness of around 40–50 cm. This supports the transport654

of heavy equipment and allows for smooth string deployment through drilled holes [7, 47].655
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Figure 1.9: A schematic view of the Baikal-GVD telescope with its modular structure of
clusters. Figure taken from [7].

1.3.2 KM3NeT656

The construction of the neutrino telescope in the Mediterranean sea also began in 1993 with657

the NESTOR collaboration, which deployed a prototype in 2004. The ANTARES (Astron-658

omy with a Neutrino Telescope and Abyss environment Research) is a neutrino detector de-659

ployed at 2475 km under the Mediterranean sea, approximately 40 km off the coast of Toulon660

in France. ANTARES detector construction started in 2002 and was completed in 2008, and661

aimed primarily to detect the neutrino flux of cosmic origin. ANTARES drew from the expe-662

rience and know-how from the earlier DUMAND [46] effort and the operational Lake Baikal663

detector, and it also shares certain design elements with the AMANDA/ICECUBE [48] ex-664

17



periment at the South Pole [49]. ANTARES consisted of 12 strings of 450 m length each665

spaced about 70 m. Since then, the NESTOR, NEMO, and ANTARES projects joined666

efforts to start KM3NeT [45].667

Figure 1.10: Comparison between KM3NeT’s ARCA and ORCA detectors. Instrumented on
about 1 km3, ARCA has 115 detection units in each block. Figure taken from the KM3NeT
website [8].

The KM3NeT neutrino telescope is currently under construction [50]. It comprises two668

detectors: ARCA (Astroparticle Research with Cosmics in the Abyss), being deployed at a669

depth of 3500 m near Capo Passero (Italy), targets astrophysical neutrinos at high energies.670

ORCA (Oscillation Research with Cosmics in the Abyss), being deployed at a depth of671

2500 m near Toulon (France), focuses on lower-energy atmospheric neutrinos for oscillation672

studies. Both detectors utilize the same multi-PMT optical module technology, but they673

differ in sensor spacing and in the total volume of water they are instrumented, with ARCA674

being sparse and kilometer-scale, and ORCA being compact and denser [51]. The Fig. 1.10675

shows a scale comparison of ORCA and ARCA of KM3NeT.676
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KM3NeT uses multi-PMT Digital Optical Modules (DOMs) arranged on vertical Detec-677

tion Units (DUs) and cabled to shore. Each DOM consists of 31 3-inch PMTs housed in a678

17-inch diameter glass sphere. The lower DOM hemisphere has 19 PMTs facing downward,679

and the upper DOM hemisphere has 112 PMTs facing upwards [50, 52]. Each vertical line,680

called a Detection Unit (DU), holds 18 DOMs suspended along it on two support ropes. The681

DU is fixed to the seafloor and stabilized by underwater buoyancy, so it stays nearly upright.682

ARCA array is optimized for high-energy neutrino astronomy. The full ARCA comprises683

two building blocks, totaling 230 DUs, providing a cubic–kilometer–scale instrumented vol-684

ume for detecting neutrinos from astrophysical sources with energies ranging from 100 GeV685

to 100 PeV. ARCA vertical height of each detection unit is about 700 m. The vertical686

distance between optical modules on a detection unit is approximately 40 m and 100 m687

horizontal spacing.688

ORCA is a compact, densely instrumented building block designed for atmospheric neu-689

trinos in the tens of GeV range, with a focus on oscillation physics. It uses identical hard-690

ware to ARCA but with much closer spacing. ORCA is instrumented over approximately691

0.004 km3 and features 115 detection units. The optical modules are spaced vertically by692

9 m on a detection unit and approximately 20 m between detection units. ORCA’s pur-693

pose is to measure oscillation parameters and determine the neutrino mass ordering; first694

lines were installed in 2017, with four lines operating by mid-2019, enabling time/geometry695

calibrations and the selection of up-going neutrinos despite the small configuration.696

1.3.3 IceCube697

The idea of building a neutrino telescope in deep ice at the South Pole emerged in 1988698

with the idea to construct a 1 km3 detector that guarantees the first detection and study of699
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the neutrino emission of cosmic origin [37, 40, 53]. However, the first AMANDA array was700

deployed in the summer of 1993/1994 [54]. The first two neutrino events were identified in the701

data record with a 4-string configuration [55], which by January 2000 had been upgraded702

to a full 19-string array consisting of a total of 677 optical modules [48]. AMANDA set703

strong upper limits on cosmic neutrinos for diffuse, point-source, and transient sources, such704

as gamma-ray bursts [56–59].705

Figure 1.11: IceCube Neutrino Observatory layout. The Picture is taken from [9].

IceCube is a cubic-kilometer neutrino observatory at the South Pole, embedded 1450–2450706

m deep in Antarctic ice. The array comprises 5, 160 digital optical modules (DOMs) on 86707

strings. Each string consists of 60 DOMs mounted on a single cable with twisted copper wire708
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pairs, with a vertical spacing of 17 m between DOMs. The strings are laid out on a triangular709

grid within a hexagonal footprint, separated horizontally by 125 m [9]. This configuration710

is optimized to be most sensitive to astrophysical neutrinos with energies from about TeV711

to PeV scales [9]. Atmospheric muons and neutrinos are significant backgrounds. IceCube712

handles them by utilizing the Earth as a filter and by identifying up-going or down-going713

events within the detector.714

IceCube has made several necessary steps in neutrino astronomy. The first detection715

of a high-energy astrophysical neutrino flux (2013) [60] opened the field, later followed by716

multi-messenger evidence linking a high-energy neutrino to the blazar TXS 0506+056 [30].717

It also identified that the active galaxy NGC 1068 is a steady source of neutrinos [23]. Most718

recently, IceCube identified neutrinos coming from our own Milky Way. Using ten years of719

data and machine-learning tools, they observed an excess of neutrinos along the Galactic720

plane, with strong statistical confidence 4.5σ [61].721

Despite IceCube’s advances, most detected astrophysical neutrinos have not been asso-722

ciated with known sources, suggesting the need for more sensitive telescopes. A northern-723

hemisphere array, such as P-ONE, will complement the sky coverage of IceCube (South724

Pole) and other telescopes, including KM3NeT and Baikal-GVD, by improving sensitivity725

to southern-sky targets 2.1.726
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Chapter 2727

The Pacific Ocean Neutrino Experiment728

2.1 Introduction729

During the past decade, the IceCube Neutrino Observatory [9] has been at the forefront of730

neutrino astronomy, detecting a diffuse flux of extraterrestrial neutrinos [60] and successfully731

identifying some sources of these high-energy neutrinos as discussed in Refs. [23, 30, 61].732

However, most astrophysical neutrinos detected by IceCube have not been associated with733

known astronomical sources. There is a need for additional neutrino telescopes with improved734

sensitivity to discover new sources of neutrinos.735

The P-ONE neutrino telescope will be deployed in the northern hemisphere’s Cascadia736

Basin, off the coast of Vancouver Island, utilizing the existing Ocean Networks Canada737

underwater deep-sea infrastructure for deployment, data transmission, and cabling. P-ONE738

will be built in the northern hemisphere, where it will be able to view the southern sky using739

both cascades and track events. With this, it can view the inner regions of the Galactic740

plane, observing both sources of neutrinos and diffuse emission from the Galactic plane, as741

discovered by the IceCube Neutrino Observatory [61]. In addition, since P-ONE will be742

deployed in water using the latest technology for precise timing measurement [62] to fully743

exploit the reduced photon scattering, P-ONE will be able to reconstruct neutrino events744

from astrophysical sources with higher precision, improving the sensitivity of the neutrino745
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telescope for the Southern sky. Thus, P-ONE will complement existing or under-construction746

neutrino telescopes, such as IceCube, KM3NeT, Baikal GVD, and TRIDENT, to cover the747

full sky and provide more observational windows for neutrino astronomy as illustrated in748

Fig. 2.1.749

Figure 2.1: Neutrino Telescopes field of view. P-ONE’s location in the northern Pacific
Ocean will provide a sky view complementary to existing and planned neutrino telescopes
in Antarctica, the Mediterranean, Lake Baikal, and the western Pacific [10]. Image courtesy.
Lisa Schumacher.

In this chapter, we discuss two pathfinder missions deployed in 2018 and 2020 to study the750

optical properties and bioluminescence background of the Cascadia basin, identified as the751

site for the P-ONE deployment. We briefly discuss the potential P-ONE detector instrument,752

focusing on its design layout. We then introduce the test geometry used for event simulation753

in Ch. 3, track reconstruction in Ch. 4, and point source sensitivity forecast in Ch. 5.754
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2.2 Ocean Networks Canada755

The P-ONE detector will be deployed in the Cascadia Basin region, located 2600 meters756

below sea level [16]. The detector will significantly benefit from the existing deep-sea infras-757

tructure of Ocean Networks Canada (ONC) [63], utilizing its capabilities for construction,758

deployment, power, and data communication. The ONC shore station at Port Alberni will759

host the P-ONE data acquisition system as well.760

Figure 2.2: The Ocean Network Canada NEPTUNE Observatory. The STRAW and
STRAW-b instruments for site investigation were deployed at the Cascadia Basin node.
P-ONE is planned to be deployed at the Cascadia Basin as well. Image courtesy of ONC.

2.3 P-ONE Pathfinder Missions761

In collaboration with Ocean Networks Canada, P-ONE collaboration deployed two pathfinder762

missions at the Cascadia Basin site, operated by Ocean Networks Canada (ONC), to inves-763
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tigate the feasibility of constructing and deploying the P-ONE detector. In 2018, STRAW764

(STRing for Absorption length in Water) [11,64–67] was deployed to investigate the optical765

properties of the deep-sea water at the Cascadia Basin. The primary objectives of STRAW766

were to measure the attenuation length of deep-sea water at the Cascadia Basin and to767

assess the background light resulting from both bioluminescence of marine organisms and768

radioactive potassium, 40K, present in the seawater. In 2020, STRAW-b was also deployed769

about 40 m from STRAW to further characterize the site [68]. The main goal of STRAW-b770

was to study in detail the background noise, primarily from bioluminescence. Additionally,771

its mission aims to assess the feasibility of deploying long mooring lines for P-ONE for long-772

term operation [12,68]. After a successful operational period following their deployment, the773

two STRAW pathfinder missions were decommissioned in the summer of 2023.774

2.3.1 STRAW775

STRAW consisted of two 146 m vertical mooring lines separated by 37 m, instrumented with776

eight modules in total. The modules include three light emitter modules called Precision777

Optical Calibration Modules (POCAM), and five light sensor modules called STRAW Digital778

Optical Modules (sDOM). The blue string has one POCAM module and three sDOM mod-779

ules, while the yellow string has two POCAM modules and two sDOM modules, as shown780

in Fig. 2.3. STRAW mooring lines were deployed at a depth of about 2600 meters at the781

Cascadia Basin. STRAW was deployed using a tow-down approach, in which the mooring782

lines were lowered into the water and then anchored to the sea floor.783

The Fig. 2.4 and Fig. 2.5 show a POCAM and an sDOM picture, respectively, taken by784

the ROV camera during the STRAW deployment inspection in 2018. Each POCAM is made785

up of two glass hemispheres, with each hemisphere housing a system that enables isotropic786
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Figure 2.3: Detailed technical sketch of the two STRAW mooring lines showing all modules’
exact (measured) geometry.
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Figure 2.4: POCAM2 deployment Inspection in June 2018. Pictures courtesy of ONC.

Figure 2.5: sDOM4 deployment Inspection in June 2018. Pictures courtesy of ONC.

light emission from different multi-length LEDs. The adjustable light intensity allows the787

POCAM flash of light to reach a different range of distances for different possible attenuation788

lengths. The range of LED light frequencies used is from 350 nm to 600 nm. The sDOM789

houses two 3-inch PMTs to detect photons from POCAMs. The two PMTs are encapsulated790
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in a titanium cylinder, with one PMT facing upward and the other facing downward. The791

sDOM also monitors background light from radioactivity and bioluminescence. The expected792

maximum value for absorption length for blue and UV light in deep ocean water is about 50793

meters [69]. The modules are 30 m, 50 m, 70 m and 70 m heights from the sea floor. This794

ensures that pairs of STRAW emitters and receivers cover a range of baselines comparable795

to the maximum absorption length expected for optical Cherenkov radiation. More details796

about the POCAM and sDOM are discussed in Refs. [64–67].797

The measurement of light attenuation length is based on the fact that the POCAM798

intensity is isotropic and consistent between flashes. By comparing the detected intensity in799

sDOMs with different distances from the POCAM, the exponential decrease of light intensity800

with distance is measured, and the attenuation length is extracted from the shape of the801

function. The sDOMs at fixed time intervals record photon hits arrival times from POCAM.802

To compute the attenuation length from the arrival time information recorded at the sDOM,803

the number of hit events that are recorded at the sDOM is determined. The attenuation804

length is obtained by fitting the measured data to the parametric model built for the STRAW805

detector, given by,806

µ(r) =
p . s

4πr2
exp

(
−r

lattenuation(λ)

)
(2.1)

where µ is the mean number of photons detected by an sDOM, r is the distance between807

sDOM and POCAM. The terms p and s are functions that include all POCAM and sDOM808

nuisance parameters that can be measured, and lattenuation is the model fit parameter. More809

details about the STRAW attenuation measurement can be found in [11,44].810

For STRAW, four different LEDs were used to obtain measurements of attenuation length811

at four different wavelengths of 365 nm, 400 nm, 450 nm, and 585 nm. Fig. 2.6 shows the re-812
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Figure 2.6: Attenuation length measurement results from two years of STRAW data are
shown in black. The figure is taken from Ref. [11].

sults of the analysis of two years of STRAW data compared to measurements from previous813

experiments [70–72]. It shows the attenuation length as a function of light emitter wave-814

length. The results show optical attenuation of about (28 ± 2) m at 450 nm corresponding815

closely to the Cherenkov light spectrum relevant for a neutrino telescope.816

Over four years (2019-2023), the STRAW Pathfinder mission has monitored and measured817

background rates in the Cascadia basin. Potassium-40 (40K) decays contribute a baseline818

background for PMT rates, while bioluminescence activities contribute a highly variable819

background. The analysis of STRAW data revealed a baseline contribution to background820

rates of about 10 kHz from both Potassium-40 [11,44].821
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2.3.2 STRAW-b822

STRAW-b is a 444 m long mooring line consisting of ten Optical modules. Fig. 2.8 (left)823

illustrates the position of each module type from the bottom of the sea-floor. The bottom824

right picture of Fig. 2.8 shows an example of one of the STRAW-b modules on the mooring825

line. Each STRAW-b module is connected to a copper/fiber hybrid cable for power supply826

and data transmission. All data cables are connected to a mini junction box (MJB) located827

on the seafloor which also sends data to the NEPTUNE data infrastructure [68]. The picture828

in Fig. 2.7 was taken during STRAW-b deployment.829

Figure 2.7: STRAW-b deployment. Picture courtesy of ONC.

The following highlights the types of modules instrumented in STRAW-b. More details830

about these modules can be found in Refs. [12, 68,73].831

1. Standard modules (3): Each Standard module is enclosed in a 13-inch glass pressure832
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sphere. These three standard modules do not contain any PMT. They are primarily to833

monitor environmental conditions rather than photon detection. The module contains834

a sensor to monitor environmental pressure, temperature, and humidity. It also has835

an accelerometer and magnetometer to determine orientation and account for mooring836

motion caused by currents.837

2. LiDAR Modules (2): The two light detection and ranging (LiDAR) modules are838

used to confirm STRAW’s attenuation length results and to measure the scattering839

and absorption lengths independently. They use a laser diode to emit 10 ns light pulse840

at 450 nm into the surrounding ocean water, and a lens collects the back-scattered841

photons and directs them to a micro PMT, which records how the signal intensity842

changes over time. In addition, LiDAR modules include two high-intensity broad-843

spectrum LEDs oriented downward, which are used to calibrate the PMT-spectrometer844

modules placed below them, as shown in Fig. 2.8.845

3. Muon-Tracker Module (1): This module aims to detect muons passing within the846

module. It contains two rectangular scintillator tiles coupled to Silicon photomultipliers847

(SiPMs). This module can help in calibration and validate pointing accuracy for future848

P-ONE modules. When a muon is measured, the setup constrains its path so that it849

must traverse through the two scintillators of the module. This known track can then850

be compared against the trajectory reconstructed from the detector’s Cherenkov light851

data.852

4. PMT-Spectrometer Modules (2): The two modules aim to characterize the bi-853

oluminescence emissions. Each PMT-Spectrometer module consists of three distinct854

sensors, all oriented upwards within the module: These are twelve PMTs as spectrom-855
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eters, a camera, and a mini-spectrometer. Each of the twelve PMTs uses its own lens856

and wavelength filter. These three distinct sensors enable independent measurements857

of bioluminescence. The camera is used to capture the bioluminescence, including the858

position.859

5. Mini-Spectrometer Module (1): This module is composed of five Mini-Spectrometers860

and a low-light camera. The components used in this module are identical to the com-861

ponents used in the PMT-Spectrometer module. It complements the measurement of862

the spectrum of the PMT-spectrometer and the camera. The Mini-Spectrometer offers863

higher spectral resolution than the PMT-spectrometer and camera, but is less sensitive864

to light.865

6. Wavelength-Shifting Optical Module (1): The WOM is an experimental module866

designed to boost signal-to-noise ratio by separating the photosensitive area from the867

PMT cathode. It uses a transparent, wavelength–shifting–painted tube with a PMT868

at each end to absorb UV light and guide up to 73% (41% in ice/water) of re-emitted869

photons by total internal reflection to the PMTs [12].870

The results from two years of data revealed that bioluminescent activity produces highly871

variable photon rates, ranging from steady baselines of a few kilohertz to a maximum de-872

tection rate of 10 MHz, which is rarely exceeded. Most of the steady baseline emission was873

linked to Potassium-40 decay, while transient spikes from bioluminescence showed seasonal874

and periodic behavior, tied to ocean currents. The bioluminescence emission spectrum was875

found to be concentrated mainly in 440− 500 nm wavelengths [12].876

The STRAW and STRAW-b pathfinder missions have provided essential insights into877

the optical properties and environmental conditions of the Cascadia Basin site, which are878
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Figure 2.8: A sketch diagram of the STRAW-b mooring line(left), indicating the locations
of all modules. Examples on the right show the housing glass sphere Standard Module (top
right) and the PMT-Spectrometer (middle right and bottom right). Figure taken from [12]

required for the successful operation of the P-ONE neutrino telescope. These insights have879

informed the beginning of the P-ONE design process.880
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Figure 2.9: STRAW-b PMT-Spectrometer module. Image taken from Ref. [12].

2.4 P-ONE Instrumentation881

Following the successful deployment, operation, and decommissioning of the P-ONE pathfinder882

missions from 2018 to 2023, the P-ONE collaboration is now developing and working towards883

realizing P-ONE arrays of detector instruments. The next milestone is the deployment of the884

first instrumented mooring line in 2026, P-ONE-1, followed by the deployment of the P-ONE885

demonstrator [74]. P-ONE-1 will be a 1 km long mooring line from the seafloor consisting886

of 20 modules evenly spaced by 50 meters along the mooring line. Among the 20 modules887

on the line, up to three will be P-ONE Calibration modules (P-CALs), and the rest will be888

standard P-ONE Optical Modules (P-OM) [13, 15]. PONE-1 will be held in position by an889

anchor at the seafloor and pulled taut by a sub-sea top buoyancy float that are attached to890
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the top of the cable.891

P-ONE will use a segmented single hybrid fiber-optic and copper cable to carry fiber892

communication and power to each instrument module on the mooring lines. At each module,893

a connection is realized by branching off the needed copper and fiber lines via a titanium894

end can, while the rest continue to the next module. A multi-layered sealing system helps895

to preserve the operation in case a cable, an instrument, or a module fails on the mooring896

line. The titanium cylinders carry the mechanical load as integral parts of the detector line.897

The mooring line cable terminates in a mooring junction box (mJB), which acts to control898

the modules’ power and interface with the NEPTUNE network of Ocean Networks Canada899

(ONC) for data transmission. More technical details about P-ONE-1 development can be900

found in Refs. [13].901

P-ONE-1 is planned to be deployed using a bottom-up approach by pre-packing the902

≈ 1000 m line on a deployment frame that is lowered to the seafloor in a deployment903

frame. An ROV will inspect the structure, connect it to the NEPTUNE infrastructure904

before the unfurling process. The ROV will release the buoyancy, and the line will be lifted905

by its buoyancy. The ROV will remain at the deployment frame monitoring the unfurling906

process [13]. A successful construction and deployment of P-ONE-1 will serve as a blueprint907

for the refinement of the subsequent mooring lines. It will provide valuable lessons for the908

development of optical modules, calibration modules, mooring line deployment, and the909

operation of a complete mooring line.910

2.4.1 P-ONE Optical Module911

A P-ONE Optical Module (P-OM) will be housed inside two 17-inch glass hemispheres at-912

tached to a mooring line using a titanium flange. Each hemisphere will contain 8 photomul-913
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tiplier tubes (PMTs), for a total of 16 evenly spaced PMTs per P-OM. Each photomultiplier914

tube (PMT) has a programmable, self-regulated high-voltage power supply. The analog read-915

outs of the PMTs are sent to the mainboard, where an ADC digitizes them at a sampling916

frequency rate of about 210 MHz. A high-voltage subsystem manages PMT power, while a917

field-programmable gate array(FPGA) provides the mainboard with a central control logic918

controls data acquisition, peripherals, synchronization, and communication [14,74].919

Figure 2.10: Picture of P-OM prototype. Picture taken from Ref. [13].

2.4.2 Calibration Systems920

To accurately reconstruct incident event particle observables, the position of optical modules921

must be localized with high precision. Due to ocean currents, the position of mooring lines922

and their modules, the optical properties, and bioluminescence activity will change with923

time. Therefore, P-ONE will use a real-time monitoring and calibration system to deal with924

the effect of ocean currents [14]. The calibration system consists of beamed and isotropic925
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Figure 2.11: Picture of P-OM prototype. Picture taken from Ref. [13].

optical light pulsers, an acoustic positioning system, a camera system, and integrated devices926

to measure sedimentation, magnetic fields, and environmental parameters [14,15,75].927

P-ONE will use P-ONE calibration modules (P-CAL) in addition to standard P-ONE Op-928

tical modules (P-OM). P-CAL will be a hybrid module for light detection, acoustic position,929

and calibration measurements. P-CAL modules will have the same design as the standard P-930

ONE Optical Modules but will replace 8 PMTs with optical calibration devices [75]. P-CAL931

will include optical light flasher, self-monitoring photosensors, a camera system as shown in932

Fig. 2.12(top right).933

Each module P-ONE will be instrumented with 10 beamed sub-nanosecond light fashers934

of various wavelengths from 300 − 600 nm. These beamed pulsers will help to measure935

scattering, dispersion, and inter-module time synchronization. The diffuse flasher system in936
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P-CAL will comprise 5 high-power nanosecond light pulsers, which sit under the white Teflon937

diffuser. The system will help generate well-calibrated isotropic flashes within the detector.938

By measuring the intensity and arrival time of a flash at the other modules in the detector,939

P-CAL can measure module efficiencies, water optical properties, and perform calibration of940

module positions. The optical position of the P-CAL diffuse flasher will be cross-checked by941

the acoustic position system within each module, as illustrated in Fig. 2.13.942

The acoustic calibration system consists of an acoustic transceiver and acoustic receivers,943

as shown in Fig. 2.13. Every P-OM and P-Cal module will house a piezo-acoustic receiver of944

the acoustic positioning system illustrated in Fig. 2.12. Two acoustic receivers are planned945

to be installed in every P-ONE module. The measurement of the position of the P-OMs will946

be based on measuring the time of flight (TOF) of the acoustic signals between emitters of947

known location and acoustic receivers. This acoustic positioning system will continuously948

monitor the position of the mooring line and modules to a relative positioning resolution of949

20 cm or better required for approximately 1 ns P-ONE PMTs timing resolution [62]. P-CAL950

camera can take a picture from inside the module, which will help to monitor sedimenta-951

tion, biofouling, and bioluminescence activity near the P-CAL [75]. More details about the952

calibration system can be found in the following Ref. [15,75,76].953

2.5 Detector Geometry Design954

The optical attenuation length of ocean water (see Fig. 2.6) is smaller compared to that of955

Antarctic ice (more than 100 m). Building an instrumented volume of the order of a km3
956

neutrino telescope at the Cascadia Basin with a uniformly infilled array structure of optical957

sensors like IceCube will require thousands of instrumented lines. To reduce the associated958
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Figure 2.12: Top left: The P-CAL hemisphere layout view from CAD software. Top right:
P-CAL interior optics, self-monitoring, and camera system. Bottom: Illustration of P-ONE
optical module (P-OM) with integrated acoustic receiver highlighted in red. The top figures
are taken from Ref. [14]. The bottom figure is taken from Ref. [15].

high cost, P-ONE detector geometry is envisaged to have a clustered structure [16] similar to959

the Baikal-GVD detector (see Fig. 1.9). P-ONE is proposed to have 7 clusters, each cluster960

made of 10 mooring lines, as illustrated in Fig. 2.14.961
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Figure 2.13: The figure shows the anticipated P-ONE acoustic positioning system. The three
transponders(red) and acoustic transceiver (yellow) are all external to the P-ONE optical
modules. The piezo-acoustic receivers will be housed in P-OMs(black) and P-CALs(green)
as shown in Fig. 2.12. Two acoustic receivers are planned to be installed in every P-ONE
module. The figure is taken from Ref. [15].

P-ONE detector geometry design optimization studies are currently an ongoing work962

by the P-ONE collaboration. The final geometry design will be determined by the one963

that maximizes the science output, while also considering cost and physical infrastructure964

constraints, and fits within the engineering constraints. The Fig. 2.15 shows a top view of965

the simulated detector geometry that we have used for the event Monte Carlo simulation966

(Ch. 3), reconstruction study (Ch. 4), and point sensitivity forecast study (Ch. 5).967
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Figure 2.14: The plot on the left illustrates the P-ONE geometry configuration concept.
P-ONE will be deployed in modules of seven clusters of mooring lines. The right plot shows
a cluster consisting of ten mooring lines. The figure is taken from Ref. [16].
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Figure 2.15: Top view of the simulated full 70-string P-ONE reference geometry. This test
geometry has the following dimensions: The distance between cluster centers is 400 m. Each
cluster consists of 10 mooring lines, each about 1 km long. The distance between the strings
is about 80 m. Each string will contain 20 optical modules, and each optical module consists
of 16 photomultiplier tubes [17]. The string-to-string spacing is based on a preliminary
study [18].
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Chapter 3968

P-ONE Event Monte Carlo Simulation969

Neutrino telescopes aim to detect light when a neutrino of astronomical origin interacts970

near or in the detector volume. However, the nature of the data recorded by a neutrino971

telescope also includes light from various sources. Atmospheric muons produce the majority972

of triggered events [77, 78]. These occur when cosmic rays interact with the atmosphere,973

producing mesons. These mesons subsequently decay into muons and can reach the detector974

from above. In addition to light from muons of atmospheric origin, noise hits originate from975

the medium where the detector optical modules are deployed. For a detector deployed in976

deep-sea water, these include noise hits from bioluminescence and the decay of Potassium-40977

processes, which are discussed more in Sec. 2.3. In the end, any real astrophysical neutrino978

event will be contaminated by noise hits produced by these processes rather than by the979

atmospheric muon or any neutrino secondaries. We can also get entire events triggering980

that do not contain any neutrinos or neutrino-induced secondaries, just atmospheric muons981

and noise hits, or (probably) even just bioluminescence without an atmospheric muon. We982

usually call these background events.983

3.1 Simulation Flow984

This chapter discusses the first detailed Monte Carlo event simulation for the Pacific Ocean985

Neutrino Experiment. This involves generating both muon tracks and neutrino events in986
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the detector volume, propagating light from secondary particles in the detector medium,987

simulating the response of the optical module to the Cherenkov photon, and adding noise988

hits. As a physical detector was not yet constructed at the time of writing this thesis, we989

used the test geometry discussed in Sec. 2.5 to produce Monte Carlo simulations. This990

geometry is not the final design of the detector geometry array. At the time of writing,991

detector geometry optimization remains an ongoing effort to achieve a detector geometry992

that optimizes the science output while considering other engineering and cost constraints.993

The first part of this simulation chain, shown in Fig. 3.1, from event generation to photon994

propagation, uses tools previously used by the IceCube Collaboration to produce Monte995

Carlo simulations. The detector response and trigger simulations utilize tools specifically996

developed for the P-ONE Monte Carlo simulation.997

Figure 3.1: Simulation Chain

The diagram in Fig. 3.1 illustrates the simulation chain we used to produce events Monte998

Carlo simulation for the PONE. The entire simulation chain runs on top of the IceCube999
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Figure 3.2: Display of an example of the simulated event at 500 TeV that crosses different
clusters shown in the event viewer using Icetray software. The gray dots indicate the posi-
tions of individual DOM on the mooring line using simulated detector geometry in Fig. 2.15.
The circle shows the simulated physics signal. Photoelectrons that arrived early are colored
red, and those that arrived late are colored green.

Icetray software class. Each simulation step generates data stored in a serialized, tree-1000

based data structure, an I3-file. The screenshots in Fig. 3.3 and Fig. 3.4 show I3-Files in1001

steam-shovel event viewer. This data can later be used to save additional information on the1002

file or in any other data format for high-level analysis. We used high-performance computing1003

clusters to generate and store these simulation datasets. The core modules of the simulation1004

pipeline pone-offline were put together by Thomas McElroy. My contribution to the1005

simulation part of the work focuses first on collaborating with Thomas McElroy on testing1006

the simulation chain to work as expected, and secondly on using the pipeline to generate1007
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Monte Carlo datasets we used for building and testing track likelihood reconstruction4 and1008

the Monte Carlo simulation dataset used for neutrino point source analysis Ch. 5.1009

The rest of the chapter details each step of the simulation chain. Sec. 3.2 discusses1010

the generation of events using the generator previously used by the IceCube collaboration.1011

Sec. 3.4 discusses the photon propagation method using the CLsim photon propagation soft-1012

ware framework. Sec. 3.5 discusses an effort to simulate the detector response using basic1013

assumptions.1014

3.2 Event Generation1015

3.2.1 Neutrinos Simulation1016

To simulate neutrino events for the P-ONE, we have used the LeptonInjector [79], a soft-1017

ware developed by the IceCube collaboration. LeptonInjector is a high-energy neutrino event1018

generator designed for large-volume Cherenkov detectors. LeptonInjector can generate a1019

neutrino flux of all flavors and a broad range of energies from 10 GeV to 100 PeV, which1020

is necessary for neutrino-nucleon deep inelastic scattering (DIS) regime and the Glashow1021

resonance (GR) interaction relevant for neutrino telescope.1022

Unlike neutrino generators [80, 81], which start neutrino event simulation at the Earth’s1023

surface and simulate neutrino propagation through the entire Earth, LeptonInjector simu-1024

lates neutrino events within and around the detector volume [79]. The neutrino event energy1025

is sampled based on a single power-law spectrum. LeptonInjector samples the final state1026

kinematics (energy and momentum transfer) of a generated event from pre-calculated spline1027

tables of differential cross sections of relevant neutrino interactions [79].1028

The events generated at an arbitrary rate by LeptonInjector are re-weighted to match a1029
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physical neutrino flux using LeptonWeighter. Neutrino fluxes are calculated using nuSQuIDS1030

[82]. LeptonInjector uses a modified Preliminary Reference Earth Model (PREM) [83] to1031

calculate the column depth for a neutrino on its path to the detector. LeptonWeighter1032

uses nuSQuIDS to calculate the neutrino absorption probabilities and neutrino oscillation in1033

matter and vacuum. This information is used to determine the probability that a neutrino1034

of a specific flavor and energy arrives at the detector.1035

For the analysis discussed in Ch. 5, we used the LeptonInjector [79] to obtain a Monte1036

Carlo dataset sample of muon neutrino interaction events in the detector. These simulations1037

include muon neutrino events simulated in the energy range from 1 TeV to 1 PeV following1038

the E−1 energy spectrum. We simulated neutrino events arriving from all directions of the1039

sky, sampled uniformly over all azimuth angles and zenith angles.1040

3.2.2 Cosmic Ray Muons Simulation1041

CORSIKA (COsmic Ray SImulations for KAscade) is a program that has become the stan-1042

dard tool for simulating cosmic-ray air showers [84]. CORSIKA simulates the propagation1043

of cosmic rays through the atmosphere, their interactions, and the resulting production of1044

secondary particles, including muons and neutrinos. The simulation tracks these particles1045

down to the surface level, accounting for energy losses and hadronic interactions, and can be1046

weighted to match arbitrary cosmic-ray flux models. However, simulating entire air showers1047

with CORSIKA is computationally intensive, especially when large sample sizes are needed1048

to estimate rare background rates with sufficient statistical precision.1049

To overcome these limitations, IceCube developed the MuonGun [85] based on MUPAGE1050

[86]. Rather than simulating full air showers from the top of the atmosphere, MuonGun1051

parameterizes the distribution of muons arriving at the detector based on previously run1052
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CORSIKA simulations. This allows for rapid and efficient generation of large numbers1053

of single-muon events, which is the largest background after veto selections. The energy1054

distribution of injected muons can be customized, and the simulation can be reweighted to1055

match different cosmic-ray flux models. This approach enables the production of much larger1056

sample sizes than CORSIKA alone.1057

MuonGun is also used in specialized modes, such as the Floodlight mode, to simulate1058

single muons near the detector volume. In this mode, it is used to simulate neutrino events1059

instead of cosmic ray muons. This represents a simulation of charged current muon neutrino1060

interactions. These simulated single muons can be used for the development and testing of1061

track reconstruction algorithms.1062

The development and testing of the track reconstruction algorithm discussed in Ch. 41063

is based on simulated single muons using MuonGun Floodlight mode. Muons were injected1064

starting from a cylindrical surface with a 60 m margin surrounding the detector volume.1065

We generated 500, 000 single muons with energies from 100 GeV to 1 PeV following E−1
µ1066

power-law spectrum across all zenith angles.1067

3.3 Lepton Propagation1068

When a neutrino interacts near the detector volume of a neutrino telescope, it produces1069

secondary particles. Among these, the charged leptons generated as products of neutrino1070

interactions are of particular interest, as they propagate through the detector medium and1071

are responsible for Cherenkov radiation.1072

Initially, the IceCube experiment utilized the Muon Monte Carlo (MMC) [41] program1073

for muons and other charged lepton propagation. The Propagator with Optimal Precision1074
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and Optimized Speed for All Leptons (PROPOSAL) [87, 88] was developed as a significant1075

update and replacement for MMC, offering improved accuracy and performance.1076

The most recent updates to PROPOSAL [88] include the implementation of state-of-the-1077

art cross-section parametrizations for key processes, such as ionization, bremsstrahlung, pho-1078

tonuclear interactions, electron pair production, as well as the Landau–Pomeranchuk–Migdal1079

and Ter-Mikaelian effects. Additionally, the treatment of muon and tau decays has been re-1080

fined, and Molière scattering is now implemented with multiple parametrization options to1081

enhance the accuracy of angular deflection modeling.1082

The PROPOSAL we used in our simulation is implemented in the IceCube icetray soft-1083

ware, written in C++, and provides a Python interface that we utilized throughout the1084

entire simulation workflow.1085

3.4 Photon Propagation1086

The photon propagation step of the simulation involves the propagation of Cherenkov pho-1087

tons generated from simulated secondary particles produced by neutrino interactions. Un-1088

derstanding the optical properties of the detector medium is crucial for accurately modeling1089

the propagation of photons through neutrino detectors. These optical properties include the1090

speed of light in that medium, the scattering, and the absorption of Cherenkov photons.1091

More details about photon propagation can be found in Ref. [89,90].1092

Historically, people built interpolated look-up tables of expected photoelectron timing1093

distributions at a digital optical module for all possible configurations of the light source1094

and receiver. Photonics [89] were utilized for photon propagation with look-up tables inter-1095

polated using splines. Then, these lookup tables were used during the simulation to sample1096
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the number of photons at given arrival times.1097

Methods that use direct photon propagation during the simulation process were developed1098

as discussed in Refs. [91–93]. These methods are based on tracking each single photon. While1099

direct photon propagation improves accuracy and addresses other drawbacks associated with1100

using look-up tables, tracking individual photons is computationally expensive. This process1101

is accelerated using parallel computation on graphics processing units (GPUs) and high-1102

performance computing machines [93].1103

For the photon propagation simulation step in our work, we utilized the CLsim [93] from1104

the IceTray software framework. For this work, CLsim was configured 1 with seawater optical1105

properties based on the measurements by the STRAW pathfinder mission (see Sec. 2.3).1106

3.5 Detector Electronic Simulation1107

Simulation of the response of Digital Optical Modules (DOMs) involves simulating the re-1108

sponse of the photomultiplier tube (PMT) and the optical module mainboard electronics in1109

response to the detected photoelectrons [94]. For neutrino detectors operating in ocean wa-1110

ter or sea-water the detector response simulation must also account for environmental back-1111

ground noise 2. Two important sources of this background noise in deep-sea water are biolu-1112

minescence and radioactive decay from potassium-40 (40K) [11,95]. Dissolved potassium-401113

in seawater undergoes beta decay, producing photons that contribute a predictable back-1114

ground rate. Bioluminescence arises from marine organisms, and contributes background1115

1As stated in Ref. [44], Jakub Stacho implemented this configuration in our simulation chain using
linear interpolation between the four measured attenuation lengths at distinct wavelengths. Scattering was
represented by a mix of Rayleigh and Petzold scattering functions for ocean waters, following parameters
previously used in ANTARES.

2Background noise here does not refer to voltage fluctuations in the electronics, but rather to real photo-
electrons arising from sources other than high-energy secondary particles produced by neutrinos or cosmic
rays.
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Figure 3.3: An example of a simulated high-energy muon with uncleaned pulses. Credit
Nathan Whitehorn.

noise rates that are variable and often much higher than those from 40K [11, 12,67,68].1116

The Monte Carlo simulation employed in this study uses simplified models of detector re-1117

sponse, background noise, and detector trigger. Currently, the software code PONEDOMLauncher3,1118

used to simulate the detector response, is implemented in Python using the Icetray soft-1119

ware framework and its data structures. At the time of writing, the optical modules are1120

still in development. Many aspects of the detector response simulation are currently under1121

study and undergoing continuous improvement, in part by incorporating more data from lab1122

3This code is written by Tomas MCElroy, who at the time was a postdoc at the University of Victoria,
and refactored by Claudio Kopper
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Figure 3.4: An example of a simulated high-energy muon with cleaned pulses. Credit Nathan
Whitehorn.

measurements.1123

For our simulation, a simple DOM simulator uses the output from a detailed event1124

simulation using CLsim as illustrated in Fig.3.1. To add a simple electronic model, for1125

each photoelectron time, we add a time offset sampled from a normal distribution based on1126

the PMT transit time spread of around 1.3 ns, as measured in the lab. For each pulse, there1127

is a chance of generating an afterpulse, and a characteristic time delay of 2 µs is simulated.1128

We add dark noise by sampling the time of occurrence from an exponential distribution. The1129

time differences here are sampled from an exponential distribution, as this corresponds to a1130

Poisson process of independent events with a constant rate of 10 kHz per optical Module.1131
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The actual P-ONE trigger algorithms are also being designed and developed at the time1132

of writing. Two trigger levels are planned. This consists of the local coincidence within each1133

module and an overall detector trigger. For this study, we have used a basic placeholder1134

P-ONE detector trigger simulation. The optical module local coincidence requires at least1135

3 PMTs within a 10 ns time window for a single DOM. The simulation require that at least1136

one module pass the local coincidence criterion for the event to be considered further.1137

3.6 Summary1138

We have adapted tools developed by the IceCube Neutrino observatory collaboration to pro-1139

duce event simulations for the Pacific Ocean Neutrino Experiment. The current simulation1140

utilizes a test geometry, and an ongoing effort is underway to produce an optimal geometry1141

design. We have developed a basic model for detector electronic simulation for this first1142

detailed Monte Carlo simulation. This simulation pipeline needs improvement of the back-1143

ground noise simulation, in addition to the signal from the physics event simulation. This1144

involves including results on the bioluminescence noise studies and on background noise from1145

potassium-40 results conducted by a collaborator and improving simulation of background1146

noise from Potassium-40. Another aspect of the event simulation work that needs improve-1147

ment is the detector response model simulation using lab data, which the collaboration is1148

working on. Nevertheless, this initial version of the Monte Carlo is sufficient for us to esti-1149

mate the expected angular resolution of P-ONE and its sensitivity to astrophysical neutrino1150

sources.1151

53



Chapter 41152

Track Event Reconstruction1153

The ability of a neutrino telescope to discover astrophysical sources of high-energy neutrinos1154

depends significantly on its angular resolution. A good reconstruction of event direction is1155

needed to trace the origin of high-energy cosmic rays that produce these high-energy astro-1156

physical neutrinos. This chapter describes a track event reconstruction algorithm developed1157

for the P-ONE using a Monte Carlo simulation. Sec. 4.1 describes a likelihood function that1158

models the arrival time of Cherenkov photons recorded by photomultiplier sensors. Sec. 4.21159

discusses parameterization of the Cherenkov photon arrival time distribution. Sec. 4.3 dis-1160

cusses a reconstruction method to address the minimizer convergence in the narrow likelihood1161

space near the solutions. In Sec. 4.4, we discuss the performance of this reconstruction al-1162

gorithm. We tested the performance using a Monte Carlo simulation of muon track events1163

generated using the MuonGun event generator, following the simulation chain discussed in1164

detail in Ch. 3. This is a preliminary event reconstruction method, which is unavoidable in1165

any case, since a final algorithm will need to be tuned for factors such as noise rates and1166

variability in optical properties, which can only be measured in situ once real detector strings1167

are in place. This chapter is adapted from the work presented in the proceedings in Ref. [17].1168
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4.1 Likelihood Function1169

Following standard maximum likelihood reconstruction techniques used by AMANDA [19]1170

and later refined by IceCube [96], we have developed a likelihood-based reconstruction algo-1171

rithm to determine the trajectory of a muon passing through the P-ONE detector. PMTs1172

in optical modules record the hit time information and the charge information. In Ref. [96],1173

the IceCube collaboration used unbinned likelihood approaches to model the arrival times of1174

photons for track direction reconstruction. The track geometry is encoded in the time part1175

of the likelihood, while the amplitude term encodes the muon energy. The amplitude term1176

is dependent on the stochastic muon energy losses, and one needs to know the muon energy1177

to model it in a robust way [96]. Our current reconstruction ignores the amplitude term, as1178

the time likelihood is the most important for track direction reconstruction.1179

For each P-OM i that recorded light during the event, the data ti =
{
tij
}

consists of the1180

time stamps tij of the corresponding light pulses j recorded by the P-OM. The trajectory1181

x(t), the position of the muon as a function of time, is parameterized using five parameters:1182

the location r0 = (x0, y0, z0) of the muon at some arbitrary time t0, and the direction of the1183

track p = (θ, ϕ). The zenith angle θ and the azimuthal angle ϕ mark the origin of the muon1184

in the sky and are the parameters of interest of our reconstruction algorithm.1185

For a given track hypothesis Θ = (r0,p) and any pulse timestamp tij , we calculate the1186

residual time for pulse j at P-OM i as1187

tresij = tij − t
geo
i (Θ) (4.1)

where tij is the hit time observed taking into account the scattering in the detector medium1188

and t
geo
i is the hit time that would be observed if there were no scattering, given by the1189
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Figure 4.1: Parameters defining Cherenkov light of a muon near an Optical Module. Figure
taken from Ref. [19]).

geometric formulae Eq. (4.2) from Ref. [19]. The geometric time is defined based on the1190

geometry in Fig. 4.1 and is given by the equation below1.1191

t
geo
i = t0 +

p̂ · (ri − ro) + d tan(θc)
cvac

, (4.2)

where cvac is the speed of light in vacuum.1192

At each P-OM, the distribution of residual times can be described using a two-component1193

mixture model. It consists of a uniform probability density function, fb(tres), that accounts1194

for detector noise hits. It also includes a photon arrival time probability density function,1195

fs(t
res |Θ), which characterizes the propagation of a photon from the track Θ to the receiv-1196

1A derivation of this formula is shown in Refs. [21, 97]
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ing P-OM through water.1197

The full likelihood function reads1198

logL (Θ | tres) =
∑
i

{∑
j

log
[
psi fs

(
tresij |Θ

)
+ pbifb

(
tresij

)]}
(4.3)

The probabilities of the mixture1199

psi = 1− pbi = 1− qb
qtoti

(4.4)

are easily determined from the expected noise qb and the total measured charge qtoti in1200

the OM i. The best-fit parameters Θ̂ correspond to the global maximum of Eq. (4.3).1201

4.2 Photon Arrival Time Parametrization1202

The performance of maximum likelihood methods is dependent on the precision of the as-1203

sumed likelihood model function. This likelihood function depends on the accurate parametriza-1204

tion of the photon arrival time residual probability density function. Here, we derive the1205

residual time pdfs f(tres |Θ) from large-scale simulations of muons with varying energies1206

and random directions through the P-ONE detector using the simulation chain described in1207

Ch. 3. Specifically, we simulated muons isotropically in all directions within the cylindrical1208

volume defined by simulated detector geometry. Muons2 are generated starting from a fidu-1209

cial cylindrical surface surrounding the instrumented simulated volume. To define this we1210

use geometry margin extended 60m beyond the outer boundaries of the simulated detector1211

volume. For each muon, we tabulate the residual times of the photon pulses tresij as a func-1212

2We used MuonGun in its Floodlight mode. This generates single muons in detector volume.
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tion of the distance of closest approach of the muon to the DOM di(Θ) that a photon would1213

travel between its emission point on the track and the receiving P-OM i. The expected hit1214

time of a pulse, tgeoi , is computed according to Eq. (4.2) using the implementation 3 from1215

IceTray, and taking into account the optical properties of the Cascadia Basin.1216

4.2.1 Mixture Model PDF1217

Previous efforts in reconstruction for neutrino telescopes using likelihood methods have ex-1218

plored analytical parametrization of Cherenkov photon time residuals. In Ref. [19], the1219

AMANDA collaboration investigated the parametrization of the time residual PDF using the1220

Pandel distribution function. The Pandel probability density function is given by Eq. 4.5.1221

pdf (tres | d) = 1

N(d)

τ−d/λ . t
(d/λ−1)
res

Γ(d/λ)
. e

−

(
tres .

(
1

τ
+
cmedium
λa

))
(4.5)

1222

N(d) = e−d/λa .

(
1 +

τ . cmedium
λa

)−d/λ

(4.6)

Where λa is the absorption length, Γ(d/λ) is the Gamma function. N(d) is the normalization1223

factor given by Eq. (4.6). The free parameters λ, τ are functions of the photon distance d1224

and other geometrical parameters [19].1225

The Pandel PDF has zero probability for a negative time residual. In reality, nega-1226

tive time residuals occur due to both transit time jitter in the detector PMT and random1227

dark noise recorded by the PMT. To cope with negative time residuals, Ref. [20] studied1228

an approximation of the convoluted Pandel function, which incorporates detector effects1229

through convolution with a Gaussian error model. In Ref. [99], the approximated CPandel1230

3we used I3Calculator utility module of the phys-services project from the IceTray software framework
by the IceCube collaboration [98]
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parametrization is used for track reconstruction in P-ONE.1231

We first describe an effort to parametrize the time residual using a mixture model prob-1232

ability density function given by Eq. (4.7), motivated by Ref. [100]. The mixture model1233

PDF is composed of three skewed normal probability density functions Eq.(4.8), a gamma1234

PDF (4.9), and a uniform PDF. Each skewed gamma component has three parameters and1235

a relative normalization factor. Each parameter µj(d), σj(d), rj(d), and θ(d) is a function of1236

the distance of closest approach of the muon to the DOM. The gamma distribution is also a1237

function of two parameters and a normalization factor. Each function is given a correspond-1238

ing weight that is a function of the distance to the secondary particle that emits Cherenkov1239

photons. In this study, the uniform PDF models the effect of random noise. The asymmetric1240

normal distribution functions model the impact of PMT jitter and scattered photons. The1241

gamma PDF fits the tail of heavily scattered photons and photons from very far track hits.1242

The fitted PDF components of the mixture model PDF are shown in Figs. 4.2, 4.3, and 4.41243

for the closest distances of 10 m, 30 m, and 100 m, respectively.1244

pdf(tres | d) =
3∑
j

waj ·AG
[
tres | µj(d), σj(d), rj(d)

]
+ wg·Gamma (tres | k, θ(d)) + wu·Unif.

(4.7)

The Asymmetric Gaussian functions AG in Eq. 4.7 are defined by the following Eq. 4.8.1245

AG(x |µ, σ, r) = 2√
2π · σ(r + 1)

·


exp

(
−1

2

(
x−µ
σ

)2)
, x < µ

exp

(
−1

2

(
x−µ
σr

)2)
, x ≥ µ

(4.8)

The Gamma distribution is defined by1246
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f(x | (k, θ)) = 1

Γ(k)θk
· xk−1 e

−x
θ (4.9)

Here, θ(d) is the scale parameter and is a function of the effective distance. k is the shape1247

parameter. In our case, we use k = 2.0.1248

At each given distance of closest approach d, we fit these 15 model parameters to match1249

the model PDF to the time residual PDF from the simulation, looking at the time resid-1250

ual distributions within 20 cm slices. We use a TensorFlow-based fitting tool 4 leveraging1251

gradients using GPUs on computing clusters. For each distance, we fit the mixture model1252

with 15 parameters, and the dependence of the fitted parameters on distance was then es-1253

tablished using a parametrization with third-degree polynomials. The plots in Figs. 4.2, 4.3,1254

and 4.4 show histograms of the residual time PDF from the Monte Carlo simulation for 201255

cm slices around effective distances of 10 m, 30 m, and 100m. The figure also compares the1256

MC time residual with the pdf parameterization using the new mixture model. Using the1257

time residuals distribution from our Monte Carlo simulation, the PDF parametrization using1258

this mixture model showed an improvement over the CPandel parametrization as shown in1259

Fig. 4.5.1260

4.2.2 Photosplines PDF1261

The analytical parametrization of the photon’s arrival time residuals using the mixture model1262

PDF presents an improvement over the CPandel PDF as shown by the plots in Fig. 4.5. How-1263

ever, the method needs refinement in fitting model parameters, especially for time residuals1264

4The tool uses the maximum likelihood method to fit a mixture model to the MC data samples utiliz-
ing TensorFlow for automatic differentiation and gradient-based optimization (L-BFGS algorithm). Hans
Niederhausen wrote the core algorithm. I adapted the code to do the fitting and established a parametrization
of the mmpdf model fitted parameters as a function of distance d.
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Figure 4.2: A histogram of the residual time pdf from the Monte Carlo simulation around
effective distances of 10 m using a 20 cm slice. The figure also compares the MC time residual
with the pdf parameterization using the mixture model pdf (black) and its individual pdf
component contributions based on Eq. (4.7). The top plot displays a linear scale on the
y-axis, while the bottom plot uses a log scale.
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Figure 4.3: A histogram of the residual time pdf from the Monte Carlo simulation around
effective distances of 30 m using a 20 cm slice. The figure also compares the MC time residual
with the pdf parameterization using the mixture model pdf (black) and its individual pdf
component contributions based on Eq. (4.7). The top plot displays a linear scale on the
y-axis, while the bottom plot uses a log scale.
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Figure 4.4: Histograms of the residual time pdf from the Monte Carlo simulation around
effective distances of 100 m using a 20 cm slice. The figure also compares the MC time
residual with the pdf parameterization using the mixture model pdf (black) and its individual
pdf component contributions based on Eq. (4.7). The top plot displays a linear scale on the
y-axis, while the bottom plot uses a log scale.
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Figure 4.5: Comparison of CPandel vs mixture model PDF (mmpdf) parametrization of the
MC simulation time residual histograms for DOM distance around 10 m (top plots), 30 m
(middle plots), and 100 m (bottom plots) using 20 cm slices. The right plots display a linear
scale on the y-axis, while the bottom plots use a log scale on the y-axis. The results for
the CPandel PDF [20] implemented in IceCube IceTray software framework as discussed in
Ref. [21]. Here we used the following free parameters: tau scale of τ = 20 ns, an absorption
length λa = 25 m, and a scattering length λ = 120 m. The plots are for timing uncertainty
of the PMT of σ = 1.5 ns.
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at shorter distances between the track and the hit DOM. Hits that are too close to the track1265

introduce numerical instability within the likelihood space, as shown, for example, in the1266

likelihood profile scan in the top right plot of Fig. 4.11, which complicates the numerical1267

minimization of likelihood functions. As an interim solution, we alternatively fit the time1268

residuals using nonparametric spline techniques [101].1269

To construct the splines, we approximate fs (tres |Θ) ≈ fs (t
res | d(Θ)) and construct1270

the function numerically by interpolating the corresponding 2D histogram using a non-1271

parametric B-spline interpolation technique [101]. An example is shown in Figs. 4.6 and1272

4.8 demonstrating that the B-spline representation of fs (tres | d(Θ)) evaluated at d = 10 m1273

and at d = 100 m matches well with the simulated photon arrival times recorded at that1274

distance.1275

4.3 Reconstruction Implementation1276

A fast reconstruction, such as Line-Fit [19, 102], is used as an initial starting point for a1277

more robust reconstruction, such as a maximum-likelihood reconstruction.1278

We implemented the likelihood function in Eq. 4.3 in C++ using modules and services1279

from the icetray software framework [98]. In particular, we use dataclasses, physics-services,1280

and gulliver 5 from IceCube icetray [98]. At the time of writing, the implementation code1281

for likelihood resides in the pone-software repository.1282

To make a Gulliver likelihood fit, we use I3SimpleFitter from Gulliver-modules that1283

implement a simple fit. Fig. 4.9 shows the components (services) needed for the likelihood1284

fitter. The event log-likelihood services, which evaluate likelihood for a set of parameters1285

5Gulliver is a generic utility for log-likelihood function-based reconstruction algorithms. It provides base
classes for event likelihood functions, minimization algorithms, parameterizations, and seeding services [103]
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Figure 4.6: Histograms of the residual time pdf from the Monte Carlo simulation around
effective distances of 2 m using a 20 cm slice. The figure also compares the MC time residual
with the B-splines PDF (black) and the mixture model PDF (red). The top plot displays a
linear scale on the y-axis, while the bottom plot uses a log scale.
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Figure 4.7: Histograms of the residual time pdf from the Monte Carlo simulation around
effective distances of 30 m using a 20 cm slice. The figure also compares the MC time residual
with the B-splines PDF (black) and Mixture Model PDF (red). The top plot displays a linear
scale on the y-axis, while the bottom plot uses a log scale.
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Figure 4.8: Histograms of the residual time pdf from the Monte Carlo simulation around
effective distances of 100 m using a 20 cm slice. The figure also compares the MC time
residual with the B-splines PDF (black) and the mixture model PDF (red). The top plot
displays a linear scale on the y-axis, while the bottom plot uses a log scale.
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Figure 4.9: A likelihood fitter needs a seed service, a parametrization service, a log-likelihood
service, and a minimizer service. Diagram adapted per Gulliver from IceTray documen-
tation

of a given particle hypothesis, are implemented by inheriting I3EventLogLikelihoodBase1286

base class from the Gulliver. We used I3BasicSeedServiceFactory that handles the ini-1287

tial parameter guess (seed). The fitter uses the I3GLSimplexFactory minimizer service1288

to perform optimization of the likelihood fit, using the simplex [104] algorithm. We used1289

I3HalfSphereParametrizationFactory parametrization service to control how the track1290

parameters are adjusted during the fit, including step sizes and bounds for each parameter.1291

4.3.1 Likelihood Scans1292

We performed likelihood profile scans to verify whether the likelihood functions we con-1293

structed accurately describe the time residuals from the Monte Carlo simulation. For every1294

given pair of azimuth and zenith angles in the grid, we fit for the event vertex with the1295

direction held fixed, seeding with the Monte Carlo truth vertex and time information. This1296
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calculates the log-likelihood value for each event hypothesis at every direction point in the1297

grid. The simple fitter utilizes seeding, parameterization, minimizer services, and a likelihood1298

function, as described in Sec. 4.3.1299

If the likelihood describes the Monte Carlo simulation well, the minimum from the grid1300

scan should be very close to, but not precisely at, the optimum of the likelihood space due to1301

statistical fluctuations in the data. For example, as shown in the profile likelihood scans in1302

Figs. 4.10 and 4.11, the minimum from the grid scan is close to the direction of the simple fit1303

in both cases. For these events, the opening angle between the Monte Carlo true direction1304

and the simple fit reconstruction direction is less than 0.1 degrees. This suggests that for1305

events that pass through multiple clusters in the detector volume, likelihood reconstruction1306

can potentially achieve an angular resolution that is several times better than that of the1307

in-ice IceCube.1308

However, for some events, we found that using B-splines provided a smoother likeli-1309

hood space and eliminated the numerical instability found using the mixture model PDF1310

parametrization, as shown in Fig. 4.11. The imperfection in determining the mixture model1311

PDF parametrization could be improved in future work. For example, instead of determining1312

the model parameters using a fitting procedure that employs a likelihood method, as dis-1313

cussed in Sec. 4.2.1, future work can utilize a neural network approach to provide a smoother1314

PDF.1315

4.3.2 Reconstruction Method1316

There is an improvement in the likelihood description of the time residual PDF using the1317

B-spline PDF compared to using the mixture model PDF parametrization, especially at very1318

small distances of closest approach (see Fig. 4.11 and Fig. 4.6). However, correctly identifying1319
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Figure 4.10: The left diagrams are visualizations of a simulated 505 TeV event as it passes
through the detector volume in the event viewer. The color-coding indicates the arrival time
of the photoelectrons, with red marking early arrivals and green marking late arrivals. The
right-hand plots show the profile likelihood scans for the event shown in the left diagrams.
The color bar is a test statistic, −2(logL − min(logL)), indicating how much each log-
likelihood deviates from the minimum. The green cross shows the direction found by a
simple fitter seeded with the Monte Carlo truth for all parameters. The orange cross shows
the direction of the minimum likelihood found during the grid scan. The top plots utilize a
likelihood based on our mixture model PDF (see Eq. 4.7). The bottom-right plot uses the
B-spline PDF parameterization instead of the mixture model shown in Fig. 4.2.2. Figure
courtesy of H. Niederhausen.
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Figure 4.11: The left diagrams are visualizations of a simulated 11 TeV event as it passes
through the detector volume in the event viewer. The color-coding indicates the arrival time
of the photoelectrons, with red marking early arrivals and green marking late arrivals. The
right-hand plots show the profile likelihood scans for the event shown in the left diagrams.
The color bar is a test statistic, −2(logL − min(logL)), indicating how much each log-
likelihood deviates from the minimum. The green cross shows the direction found by a
simple fitter seeded with the Monte Carlo truth for all parameters. The orange cross shows
the direction of the minimum likelihood found during the grid scan. The top plots utilize a
likelihood based on our mixture model PDF (see Eq. 4.7). The bottom-right plot uses the
B-spline PDF parameterization instead of the mixture model shown in Fig. 4.2.2. Figure
courtesy of H. Niederhausen.
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Figure 4.12: Distribution of the opening angles between reconstructed and true direction
using a simple fitter and LineFit as seed. For all events in these histograms, the minimizer
indicated that it converged, and we selected events that have a valid track length (LDirA:
see Sec. 4.4.1). In the left plot, around 93% of events are stuck in local minima. In the right
plot, only 25% of the simulated events with track length greater than or equal to 700 m have
an opening angle less than 0.1 degree.

Θ̂ is challenging because it requires global optimization of a nonlinear likelihood function1320

in a five-dimensional parameter space. In addition, because of the low scattering coefficient1321

in ocean water, the correct solutions correspond to very narrow minima in the negative1322

log-likelihood space (see Fig. 4.16 and Fig. 4.18) and are therefore easily missed. Using the1323

simple fitter with a realistic initial guess, such as LineFit algorithm 6, the minimizer does1324

not converge to the global minimum if the initial starting seed is very far from the solution1325

of the likelihood space, as shown by Fig. 4.12.1326

4.3.2.1 Numerical Optimization1327

To address this problem, we employ convolution techniques as represented in Fig. 4.13. The1328

convolution of the time residual PDF with a Gaussian distribution, which is a function of1329

6We used the LineFit algorithm implemented in Python using the Icetray software framework and
dataclasses [99]. This algorithm does not account for the optical properties and Cherenkov cone of light
propagation in the detector medium. However, the IceCube collaboration utilizes an improved Line-Fit
algorithm that accounts for corrections for scattering and optical properties [102].
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Figure 4.13: Flow diagram for our baseline reconstruction method.

the Gaussian variance, broadens the likelihood minima. One could implement this convo-1330

lution for the mixture model PDF parametrization in Eq. (4.7). However, in addition to1331

eliminating the numerical instability found using the mixture model PDF (see Fig. 4.18),1332

the B-Splines PDF already supports this convolution (see Fig 4.14). Therefore, we used the1333

B-spline PDF as the baseline for the current reconstruction. This reconstruction method1334

performs a series of Gaussian-convolved likelihood optimizations, starting with σ = 35 ns1335

(most broadening) and ending with σ = 0ns (no broadening). Each optimization uses start-1336

ing values (seed) taken from the previous solution. The very first fit (σ = 35 ns) starts from1337

the result of a LineFit algorithm. This Gaussian-convolved iterative fitting method is vi-1338

sualized in Fig. 4.16. Each minimization is performed using the SIMPLEX algorithm [104].1339

The direction of the likelihood minimum and the simple fitter direction move progressively1340

in the direction of the Monte Carlo truth as the Gaussian width becomes smaller. Therefore,1341
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Figure 4.14: An example of B-splines PDFs convolution. The plot shows a histogram of
residual times of photons recorded at a distance of 30 m from the emission point on the
muon track (blue) and the B-spline (black), as well as convolutions of the B-spline with
different Gaussian widths used as a benchmark for reconstruction.

starting with a simple guess, such as LineFit, the idea is that the minimizer will move in1342

a direction closer to the truth in each iteration step. This works well for some good events,1343

even if the initial seed direction is far away from the solution of the global minimum, as1344

shown in Fig. 4.16. However, this method does not work for events with a bad likelihood1345

space (see Fig. 4.18). Therefore, at present, we do not have a method that guarantees global1346

convergence. However, when studying the reconstruction performance on simulated muons,1347

we can approximate global convergence by using the true values of the track trajectory as a1348

seed to a single-likelihood optimization without convolution.1349
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Figure 4.15: A screenshot of the event viewer of a simulated track event of 33 TeV that is
estimated to have a visible length of approximately 900 m in the detector volume.

4.4 Reconstruction Performance1350

4.4.1 Event Selection1351

We studied the performance of the event reconstruction on events that pass the basic simu-1352

lation trigger level discussed in Ch.3. Additionally, we select events where the reconstruction1353

converged, and we can calculate a reconstructed length 7.1354

4.4.2 Angular Resolution1355

To evaluate the performance of our reconstruction method, we use simulated single muons1356

(cf. Ch. 3) with muon energies distributed as ∝ E−1 and random trajectories through the1357

7For each event we calculate the LDirA quantity, which is the projected distance along the track from
the first to the last DOM / PMT with at least one direct hit, with a time residual in the [−15 ns, +15 ns]
interval. We used the Direct Hits utility function from the icetray software framework.
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Figure 4.16: Profile scans for simulated event in Fig. 4.15 using 20 ns convolution (upper
left), 10 ns convolution (top-right), 5 ns convolution (bottom left). The plot in the bottom
right uses no convolution. Additionally, a 35 ns convolution has been performed but is not
shown in the plot. For this event, LineFit has an opening angle of 3.24 degrees. A simple
fitter starting from LineFit results in an opening angle 2.69 degrees. However, starting from
the LineFit seed and performing iterative fits yields an opening angle of 0.053 degrees.

P-ONE detector. We reconstruct these muons using the algorithm in Fig. 4.13 described1358

in Sec. 4.3.2.1. Specifically, we reconstruct each event twice. First, using the Gaussian-1359

convolved iterative likelihood fits, seeded with LineFit at the first convolution iteration1360

(σ = 35 ns). Second, we performed a likelihood fit using the actual values Θ as a seed but1361

without using intermediate steps convolutions. Comparisons between the likelihood values at1362

the respective solutions reveal that those found by the truth-seeded fit generally have values1363

smaller than or equal to those obtained with the Gaussian-convolved iterative fit. Hence,1364

we consider the truth-seeded fits to represent the performance that can be achieved in the1365
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Figure 4.17: A screenshot of the event viewer of a simulated track event of 76 TeV that is
estimated to have a visible length of 160 m in the detector volume.

future once global convergence has been further optimized. To quantify the accuracy of the1366

reconstruction, we use the angular distance, or opening angle, between the actual trajectory1367

Θ and the estimated one Θ̂, as a metric.1368

Fig. 4.19 shows the median angular resolution as a function of the muon energy for muons1369

with various minimum track lengths, as computed based on the Gaussian-convolved iterative1370

fit. Small values of angular resolution arise when long tracks are well reconstructed. The1371

resolutions are provided for both optimization strategies: Gaussian convolutions and truth1372

seeding. As expected, accuracy improves with the muon’s energy and the estimated length1373

of its track in the detector. Based on the truth-seeded solutions, we conclude that P-ONE1374

should be able to reach an angular resolution with > 700m muon tracks of ∼ 0.1◦ at 1TeV,1375

which improves to ∼ 0.05◦ at 1PeV. These values are a ∼ 4 times better than those currently1376

achieved by IceCube (blue solid line) [96].1377
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Figure 4.18: Profile scans for simulated event in Fig. 4.17 using 20 ns convolution (upper
left), 10 ns convolution (top-right), 5 ns convolution (bottom left). The plot in the bottom
right does not use convolution. Additionally, a 35 ns convolution has been performed but
is not shown in the plot. For this event, LineFit has an opening angle of 9.02 degrees.
A simple fitter starting from LineFit results in an opening angle 2.67 degrees. However,
starting from the LineFit seed and performing iterative fits yields an opening angle of 8.34
degrees.

The one-dimensional distribution of the opening angle is shown in Fig. 4.20 for muon1378

tracks with length larger than 700m (top figure) and 100m (bottom figure), for both the1379

Gaussian-convolved iterative fits and the truth-seeded method. At the moment, we don’t1380

know for sure what the failure mode for the events presents in the second hump in Fig. 4.201381

as a result of using Gaussian-convolved iterative fits. It could be a minimizer failure or a1382

local minima in the likelihood space, but further investigation is a subject for future work.1383

Around 74% (63%) of events with track lengths greater than 700 m have opening angles1384

79



Figure 4.19: The figure shows the median of the opening angle as a function of muon energy
for different selections based on the estimated visible track length. The solid lines represent
the resolution for the likelihood fit seeded with truth values without using an intermediate
step convolution method. The dashed lines are the results using the Gaussian-convolution
iterative strategy discussed in Sec. 4.3.2.1. The median was calculated for muon simulations
following an energy spectrum of E−1

less than 0.1◦ in the truth-seeded (Gaussian-convolved iterations) method. Ongoing work1385

on global convergence is expected to reduce the population of mis-reconstructed events for1386

the Gaussian-convolved iterations-based method.1387

4.5 Outlook1388

Maximum likelihood reconstruction performance is affected by the initial starting guess. If1389

the starting points are very far away from the truth, the minimizer may not be able to1390

converge. Current reconstruction discussed in Sec. 4.3.2.1 can be improved using an initial1391
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guess better than LineFit. The development of improved seed algorithms based on machine1392

learning can provide a better initial seed than LineFit. We investigated the performance of1393

our current reconstruction if a machine learning reconstruction method were to achieve a 1◦1394

resolution. The results of this study are shown in Figs. 4.21 and 4.22. An improved seed to1395

about 1◦ resolution will improve current reconstruction performance. As shown in Fig. 4.21,1396

events in the hump in histogram in Fig. 4.20) will have their angular resolution improved (see1397

Fig.4.21). This will even increase the statistics of 700 m track length events that even failed1398

reconstruction, starting with LineFit(see Fig. 4.21 vs Fig. 4.21). As shown in Fig. 4.22,1399

much improvement is expected for events in the lower energy region and events that have1400

a track length of more than 700 m. In addition to using an improved starting point, the1401

current reconstruction can be further enhanced by employing more advanced minimization1402

techniques, such as using a gradient-based minimization, beyond the simple fit used.1403
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Figure 4.20: The opening angle distribution for muon tracks with a visible length larger than
700 m (top figure) and 100 m (bottom figure). The histograms with a solid line represent the
event resolution for the likelihood fit seeded with truth values without using an intermediate
step convolution method. The histogram with a dashed line is the result using the Gaussian-
convolution iterative strategy.
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Figure 4.21: Reconstruction performance plot using a hypothetical seed. Using the von
Mises-Fisher distribution from scipy [22], we generated hypothetical seeds that are 1 degree
away from the event’s true directions in median opening angle. The plot shows the distri-
bution of expected angular resolution, starting with these hypothetical seeds that have a
1-degree opening angle.
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Figure 4.22: Reconstruction performance plot using a hypothetical seed. Using the von
Mises-Fisher distribution from scipy [22], we generated hypothetical seeds that are 1 degree
away from the event’s true directions in median opening angle. The plots show the expected
angular resolution as a function of muon energy. The solid lines represent the results of a
likelihood fit using a truth seed as the initial guess, without a convolution strategy. The
dotted lines indicate the expected performance from the Gaussian-convolution iterations in
Sec. 4.2.2 seeded with a hypothetical seed, which is a 1-degree median opening from true
event directions.
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Chapter 51404

Neutrino Point Source Analysis1405

This chapter aims to forecast the sensitivity of P-ONE to steady-state point sources of1406

high-energy astrophysical neutrino events using Monte Carlo simulations. We evaluated the1407

expected performance of P-ONE for some known point source discovered by IceCube. We1408

extended our calculations to a generic steady-point source located at different declinations.1409

Sec. 5.1 discusses the Monte Carlo simulation dataset that we use to get a sample of at-1410

mospheric neutrinos as the primary source of background and astrophysical neutrino events.1411

In Sec. 5.2, we discuss the method used to study the sensitivity of P-ONE based on count-1412

ing the number of events in an angular search bin that encompasses the possible neutrino1413

source [105, 106]. We determine the flux of a steady-state point source required to observe1414

excess events above background events at a given significance level [107]. In Sec. 5.3, we1415

show the expected performance for some known neutrino source, NGC 1068, discovered by1416

IceCube [23], and for a generic point source at different declinations.1417

5.1 MC Simulation Dataset1418

Neutrino Events1419

In this analysis, we need a Monte Carlo simulation dataset that includes neutrinos of as-1420

trophysical origin and background events from atmospheric neutrinos. The atmospheric1421
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neutrino events result from interactions of cosmic rays with the Earth’s atmosphere.1422

We used the LeptonInjector simulation software [79] to obtain a Monte Carlo data set1423

of neutrino interaction events in the detector. The details of the simulation workflow we1424

used, from event generation to detector response simulation, are discussed in Ch. 3. These1425

simulations include muon neutrino events simulated in the energy range from 1 TeV to1426

1 PeV following the E−1 energy spectrum. This is because below 1 TeV the number of1427

triggered neutrino events is expected to be negligible for the P-ONE, and above 1 PeV the1428

astrophysical neutrino flux rate is very small. The latter can be seen from the plot in Fig. 1.31429

and the top plot of Fig. 5.1.1430

These Monte Carlo simulations are reweighted to the desired physical spectra. For diffuse1431

astrophysical events, we used the energy spectrum of E−2.28 and flux normalization measured1432

by IceCube in Ref. [108]. To obtain background events in addition to signal events, we1433

weighted the simulated neutrino events to different physical flux models of atmospheric1434

neutrinos. We used the variants of the flux model H3a_SIBYLL23C for both conventional and1435

prompt background flux. The IceCube collaboration had already implemented these models1436

in the nuflux1 library [109].1437

The plots in Fig. 5.1 show the expected rate of events from the diffuse flux of conventional1438

and prompt atmospheric neutrinos, the diffuse flux of astrophysical neutrinos, and the flux1439

from NGC 1068 [23] as a function of the muon neutrino energy and zenith for a livetime1440

of 10 years. From this weighted Monte Carlo simulation, we obtain a dataset in which we1441

expect approximately 230, 000 atmospheric neutrino events from conventional and prompt1442

sources, about 40 neutrino events from NGC 1068, and 4, 100 neutrino events from diffuse1443

1The conventional and prompt differential fluxes are expressed in units of GeV−1 · cm−2 · sec−1 · sr−1.
Typically, the event rates are expressed in (Hz) after applying weights to these differential fluxes.
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Figure 5.1: Top plot shows the distribution of expected event rate from a flux of conventional
and prompt atmospheric neutrinos, a diffuse flux of astrophysical neutrinos, and the flux of
neutrino events from NGC 1068 [23] source as a function of muon neutrino energy bin for a
livetime of 10 years of P-ONE detector operation. The bottom plot shows the distribution
of expected neutrino events as a function of the zenith angle for the fluxes of conventional
and prompt atmospheric neutrinos, as well as a diffuse flux of astrophysical neutrinos.
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astrophysical sources over 10 years of live time.1444

Angular Resolution1445

Each event angular resolution used in this analysis is based on the assumed angular reso-1446

lution, rather than the results of a real reconstruction, due to the problem of convergence1447

to the global minimum in our current track reconstruction, as discussed in Chapter 4. For1448

this analysis, we generated a dataset sample with angular resolutions of the events set to1449

the results obtained by sampling the true directions of MC events using a von Mises-Fisher1450

(vMF) distribution. For each event, we start with the true event direction from the Lep-1451

tonInjector MC simulation, treating the generated direction as the mean direction for a1452

von Mises-Fisher distribution and randomly drawing a reconstructed direction based on the1453

assumed track reconstruction angular resolution.1454

As discussed in Ch. 4, the angular resolution of the P-ONE detector track is expected to1455

be less than 0.1 degrees. We sampled the angular resolution of the direction from the proper1456

direction resolution to create a sample with a median angular resolution of 0.08 degrees1457

2. Another caveat in this data sample is that the sampling was done assuming the track1458

angular resolution is independent of the event energy bin. Therefore, the distribution of1459

event angular resolution obtained from this sampling across different energy bins appears1460

flat.1461

The Fig. 5.2 shows the distribution of opening angles between the Lepton Injector MC1462

simulation event true direction and the sampled direction using the vMF distribution, as-1463

2Here the angular resolution is taken as the median of the distribution of opening angle between simulated
event true and reconstructed directions. The expected median angular resolution value used here represents
the achievable angular resolution limit by the likelihood reconstruction Ch. 4. These were obtained using
truth seed instead of Gaussian convoluted strategies as shown in Figs. 4.20 and 4.19.
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Figure 5.2: The plots show the distribution of the event angular distance between true direc-
tion and sampled direction using von Mises-Fisher distribution assuming a median angular
resolution of 0.08 degree. The solid line uses the Rayleigh distribution.

suming an expected median angular resolution of 0.08 degrees. The size of angular error for1464

some MC events is shown in Fig. 5.5, where the radius of the circle represents the angular1465

resolution we obtained using this method. For comparison purposes, using this sampling1466

method, we also generated three additional dataset samples with reconstructed directions1467

sampled using a median angular resolution of 1.2, 0.6, and 0.01 degrees for each, as shown1468

in Tables 5.1 and 5.2.1469

Neutrino Effective Area1470

To assess the detector efficiency in terms of the number of events that P-ONE would detect,1471

we compute the effective area. This is the size of the detector expressed as the cross-sectional1472

area of a target for neutrino interaction. Absorption effects of the Earth are taken into1473
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account when computing the effective area. The effective area depends on both the neutrino1474

energy and the angle of incidence. To calculate the effective area, neutrino events were1475

simulated using LeptonInjector following an E−1
ν energy spectrum and then reweighted to1476

a signal spectrum of E−2
ν using LeptonWeighter software [79].1477

The neutrino effective is calculated as1478

Aeff =

πr2genΩgen
∑
i

pint,i
Npgen,i

Ω∆E
(5.1)

where ∆E is the range of energies being summed over, Ωgen the solid angle over which1479

the simulation was generated, Ω the solid angle for which the effective area is being com-1480

puted, pgen,i and pint,i are generation and interaction probabilities of the individual event,1481

respectively, and N is the number of generated events.1482

The plot in Fig. 5.3 shows the neutrino effective area as a function of the neutrino energy1483

for different altitude bands. The effective area increases with neutrino energy for events that1484

reach the detector from above the horizon (i.e., down-going events, with a zenith angle less1485

than 90°). Above 100 TeV neutrino energy, the effective area decreases for neutrino events1486

that travel through the Earth and reach the detector from below (up-going events) as the1487

interaction cross section increases with neutrino energy. Due to the location of P-ONE and1488

Earth’s rotation, these events consist of events from the northern sky and the southern sky.1489

5.2 Analysis Method1490

This analysis assumes a point-like source of high-energy neutrinos that emits events contin-1491

uously during the detector observation live-time interval. We utilize a method described in1492
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Figure 5.3: Effective area of the simulated P-ONE test geometry (see Fig. 2.15) as a function
of neutrino energy for different zenith angle bands at trigger level. The effects of Earth
absorption on neutrinos with core-crossing trajectories are visible at high energies for events
that enter the detector from below. The trigger applied here looks for events with pulses
on at least 3 PMTs within a 10 ns window. The current simulated test geometry has an
effective area at trigger level comparable to that of the IceCube detector, as expected based
on their comparable geometric volumes [24].

Ref. [105] that counts events in a small angular search bin around a possible source. We1493

then compare this count to the expected number of background events in that bin.1494

5.2.1 Expected Background Events1495

We used Monte Carlo simulations to calculate the expected number of background events1496

in a search bin surrounding a potential steady-point source. We consider an isotropic back-1497

ground flux across the entire sky. The background event rate does not vary with the az-1498

imuthal coordinate and depends only on the altitude coordinate. Additionally, we assume1499
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that the background event rate and detector response are uniform across an altitude band1500

that encompasses the source location in local coordinates.1501

For a given event observation time, we convert the source’s position from equatorial co-1502

ordinates (right ascension and declination) to horizontal coordinates (azimuth and altitude)1503

using a coordinate transformation. We define an altitude band around the source in local1504

coordinates, within which we calculate the average number of background events in a search1505

bin. The calculation begins by determining the number of background events within this1506

altitude band. Then we scale this number to the size of the search bin by the solid angle, as1507

described in Eq. (5.2). In this analysis, the altitude band width is set to at least 1 degree,1508

assuming that the event rate remains approximately constant across the band and that it1509

contains a sufficient number of events for stable estimation. Computing the number of events1510

in a band first and scaling to the size of the search bin in the band averages the background1511

event distribution across the altitude band. This provides a more stable background estimate1512

than purely bin-based event calculations.1513

The number of expected background events in the bin is given by1514

Nbin
background =

∆Ω

Ωband
Nband

background, (5.2)

where ∆Ω ≈ π∆ψ2 is the solid angle of the bin. ∆ψ is the expected angular resolution in1515

radians. Ωband = 2π(sin θ2 − sin θ1) is the solid angle of the band, and θ1 and θ2 are the1516

altitude values of the bands such that θ2 > θ1.1517

For a single sidereal day, a distant object should be at the exact location in the local1518

horizontal azimuth and altitude coordinate system, as shown in the Fig.5.4 for the case1519

of NGC 1068 [23]. Therefore, for computational efficiency, we computed the number of1520
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background events for a single day of observation and scaled it to the number of days in the1521

live time under consideration. To calculate the number of background events for a single1522

day, we divide the day into observation time bins, each covering a half-hour interval. This1523

resulted in 48 observation time bins for a single day. For each observation time bin, we1524

compute the location of the source in azimuth and altitude coordinate systems using a time1525

corresponding to the center of the time bin. Then we computed the expected number of1526

background events in the time bin, Nbin
background, following Eq. (5.2), and the sum for all time1527

bins for a single observation day. This number is scaled with the days corresponding to the1528

detector livetime to give the average expected background events.1529

Figure 5.4: The figure shows the altitude as a function of MJD time for the source NGC 1068,
as seen by a detector at the P-ONE location over a single day. In subsequent days, the source
transits to the same position in the local horizontal coordinates.
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5.2.2 Expected Signal Events1530

To compute the expectation of signal events in an angular bin, we use the same procedure1531

described in Sec. 5.2.1. Furthermore, we only use Monte Carlo events with an angular1532

resolution equal to or less than the size of the angular search bin. We use an angular search1533

bin radius of size equal to a factor of 1.58(see Ref. [105]) times 0.08 deg, the expected median1534

of the angular resolution of the track event reconstruction Ch. 4 which bin contains 82% of1535

the signal events. We select all MC events in an altitude band around the source position in1536

local coordinates and weight them based on the source signal flux model.1537

The number of expected signal events is obtained from the following Eq. (5.3)31538

µs(δs, γ) ≡
∫ ∞

0

∫ tend

tstart
dt Aeff (Eν , as(δs, αs, t)) Φs(Eν , γ) (5.3)

where Aeff (Eν , as(δs, αs, t)) is the detector effective area as a function of event energy Eν ,1539

source altitude as, the latter is in turn a function of the right ascension αs and the declination1540

δs and the observation time of the event t as shown in Fig. 5.4 as an example. Φ(Eν , γ) is1541

the point source flux model as an energy and spectral index function.1542

For our analysis, we have considered a steady point source with events distributed ac-1543

cording to a single power-law flux model [110,111], as given by Eq. (5.4).1544

dΦν

dEν
= Φ0

(
Eν

E0

)−γ

(5.4)

with γ the spectral index and Φ0 the flux normalization at fixed energy E0, which has units1545

of GeV−1 cm−2 s−1 from Ref. [23]1546

3For expected signal event computation implementation, I give credit to Hans Niederhausen and Martin
Wolf from their helpful discussions and their write-up document about Skyllh signal generation development.
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Figure 5.5: The top plot shows the time bins of a single day from discretization. The bottom
plot shows a section of the altitude band used when calculating the number of expected events
in an angular search bin at one specific central time bin of a day. The dotted red line shows
the boundaries of the altitude band. The black circle shows the size of the angular bin.
Other circles show the angular error on MC events resulting from vMF sampling with an
angular error of 0.08 degrees. Events with smaller circles than the black one are used to
calculate the expected signal, while those with larger circles are not counted in during the
analysis.
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The integral is evaluated by discretizing the integral above into small time segments τ of1547

width ∆Tτ , each covering a small range in the local coordinate as(σs, αs, tτ )).1548

Ns = Φ0

∑
τ

∆Tτ
Ωτ

M∑
m=1

ωm,τ

(
Em,τ

E0

)γ

(5.5)

Ωτ is the solid angle of the band as defined above in Eq. (5.2). The index m is indexed1549

over the number of MC events in the time segment ∆Tτ . The term ωm,τ is the Monte Carlo1550

event weight and has unit GeV · sr · cm2. The Em,τ is the Monte Carlo event energy.1551

5.2.3 Expected Significance1552

As we expect a good track angular resolution as discussed in Ch. 4, the number of background1553

events, Nb, within an angular search bin is minimal. For example for both 1-year and1554

10-year livetimes, the expected background is below one event, given the current median1555

angular resolution of 0.08◦, as shown in the third rows of Tables 5.1 and 5.2. Therefore, the1556

calculation of statistical significance of any excess (or deficit) using using approximations1557

[112,113] is not valid.1558

Instead, we rely on significance calculation using exact probability as discussed in Ref. [105].1559

We estimate the statistical significance of an excess observed above background events in an1560

angular search bin by calculating the probability of Poisson fluctuations of both the observed1561

number of source and background events, Nobs. This involves calculating the probability of1562

detecting N events or more in the source bin, given each possible fluctuation in the total1563

number of observed background events Nb using Eq. (5.6) as described in Ref. [105]. This1564

means computing the p-value as the probability of counting events equal to or greater than1565

the expected events, under the background-only hypothesis (no signal). The significance1566
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level corresponds to the one-sided tail probability of a Gaussian distribution, Eq. (5.8) as1567

discussed in Ref. [114], Ref. [115].1568

As the number of events assumes discrete values and follows a Poisson distribution, the1569

significance expectation should be the median over the significances for all possible total1570

numbers of events N from the source bin 4. To find the weighted median of significance,1571

we first compute the significance for each N using the exact formula in Eq. (5.6) and then1572

weight each computed significance value by the probability of observing exactly N events1573

given a Poisson distribution of expected total events Ns +Nb using Eq. (5.7).1574

P (N ≥ Nobs | Nb = Nb, Ns = 0) =

 ∞∑
n=Nobs

(Nb)
ne−Nb

n!



=1−

Nobs−1∑
n=0

(Nb)
ne−Nb

n!


(5.6)

P (N | Ns +Nb) =
(Ns +Nb)

Ne−(Ns+Nb)

N !
(5.7)

p-value =

∫ ∞

Z

1√
2π
e−x2/2 dx = 1− Φ(Z) (5.8)

where Φ(Z) is the cumulative distribution function (CDF) of the standard normal distribu-1575

tion, and the sigma level is given by1576

Z = Φ−1(1− p) (5.9)

4The value of N can be very large, but if N is a multiple large factor of the size of expected events
Ns + Nb, the probability of observing more than in this case will be almost zero. Hence, for computation
purposes, we use N up to a factor of three higher than the expected number of events from the source,
Ns +Nb.
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where p is the p-value obtained from Eq. (5.6).1577

5.3 Expected Performance1578

This section provides a detailed description of the expected performance for the NGC 10681579

source discovered by IceCube [23], as well as the expected sensitivity to generic steady1580

neutrino point sources at different declinations.1581

5.3.1 Observing NGC 10681582

To estimate the sensitivity of P-ONE for observing NGC 1068, we used a power-law flux1583

model measured by IceCube from Ref. [23]. The best-fit flux normalization at neutrino1584

energy of 1 TeV is 5.0 × 10−11 TeV−1cm−2s−1, and the spectral index is 3.2. To study1585

how the angular resolution affects the sensitivity to the point source, we also compared the1586

observation of NGC 1068 by P-ONE with the observation of a detector located at the P-1587

ONE location with different assumed median angular resolutions shown in Tables 5.1 and1588

5.2. From the LeptonInjector simulation, we generated four different muon neutrino datasets1589

based on the median track angular resolution. To obtain each data set, we used the same1590

sampling procedure to assign reconstructed neutrino directions, using a von Mises-Fisher1591

distribution as described in Sec. 5.1.1592

For each dataset, using the method described in Sec. 5.2.1, we compute the expected1593

background events in the angular search bin, which depend on the assumed angular resolu-1594

tion under consideration. We also compute the number of signal events expected observing1595

NGC 1068 using the same angular search bin using the method discussed in Sec. 5.2.2. Once1596

the expected background events and signal events in each angular search bin have been1597
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computed, the significance was calculated using the method described in Sec. 5.2.3.1598

Tables 5.1 and 5.2 show expected background and signal events and the corresponding1599

significances for the NGC 1068 neutrino source, assuming a power-law flux, assuming dif-1600

ferent angular reconstruction resolutions for 1-year and 10 year livetimes. A good angular1601

resolution allows the use of a smaller angular search bin. This implies that the number1602

of expected background events is significantly reduced due to the small size of the spatial1603

search bin, thereby increasing the expected significance level of the excess above background1604

events. The likelihood track reconstruction of P-ONE predicts an angular resolution of 0.081605

degrees. From the Tables 5.1 and 5.2, with this resolution we expect less than one back-1606

ground neutrino event per year for P-ONE, and in fact less than one event even in 10 years1607

of observation. This indicates that P-ONE can observe NGC 1068 in less than a year with1608

more than 5σ significance.1609

We also calculated the significance of P-ONE for observing NGC 1068 for different de-1610

tector livetimes as sshownin Fig. 5.6. This figure also indicates that P-ONE can observe1611

NGC 1068 with five-sigma significance in less than 1 year.1612

Table 5.1: Expected bkg and NGC 1068 signal events / 1 year livetime

resolution in deg Background (Nb) Signal (Ns) Significance
1.20 6.6 4.0 1.4

0.60 1.65 4.0 2.4

0.08 0.03 4.0 5.6

0.01 0.0005 4.0 8.0
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Table 5.2: Expected bkg and NGC 1068 signal events / 10 years livetime

resolution in deg Background (Nb) Signal (Ns) Significance
1.20 66.3 40 4.6

0.60 16.6 40 7.7

0.08 0.30 40 17.7

0.01 0.005 40 25.4

Figure 5.6: The significance of observing NGC 1068 [23] for different observation times. The
blue line shows the performance expectation of the P-ONE based on our angular resolution
assumption of 0.08 degrees. In contrast, the orange line shows the performance for a detector
with an expected median angular resolution of 0.60 degrees.

5.3.2 Discovery Potential1613

In this section, we evaluate the performance of the P-ONE in observing steady point sources1614

located at different declinations in the sky. We are interested in computing the number of1615

events needed to give a 5-sigma significance from observing a steady point source. We also1616

calculate the corresponding flux and discovery potential. For a single source at a given dec-1617

lination, by scaling the source flux and using the method discussed in Sec. 5.2.3 to compute1618
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the significance, we find a minimum flux (see Eq. (5.10)) that gives the number of events1619

that produce an observation median significance level close to a 5-sigma.1620

P (nobs5σ | Ns +Nb) ≤ 2.85 × 10−7 (5.10)

Here, the significance of 5-sigma is calculated as the probability of the observation being1621

less than 2.85× 10−7, from the one-sided tail of a normal distribution Eq. (5.8) and Eq. (5.9).1622

This calculation assumes a lifetime of 10 years of detector operation, observing a source with1623

a flux model given by a power-law flux with a spectral index of 2. The same procedure1624

is repeated for steady point sources with different declinations to determine the discovery1625

potential and the corresponding number of events that yield a 5-sigma significance. To inves-1626

tigate how the sensitivity scales with angular resolution, we also calculate the performance1627

of a hypothetical detector with a median angular resolution of 0.60 degrees.1628

The results in Fig. 5.7 indicate that P-ONE will be able to discover a steady point source1629

with a spectral index flux of γ = 2 by only observing about five events from that source,1630

as shown by the orange line in the top plot of Fig. 5.7. The corresponding flux, discovery1631

potential, that would produce 5-sigma in 10 years is 0.5 × 10−12 TeV−1 cm−2 s−1 at 1 TeV1632

reference energy, as shown in the bottom plot of Fig. 5.7.1633

5.3.3 Event Selection Method1634

To purely use tracks from astrophysical origin and suppress background from atmospheric1635

neutrinos and muons, point source analyses focus on tracks entering the detector from below.1636

Using these track events, IceCube has demonstrated improved point source sensitivity in the1637

northern sky [23]. Because of the location of P-ONE, a neutrino point source in the sky will1638
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Figure 5.7: The plot on the top (bottom) shows the minimum number of signal events (flux)
needed to reach a discovery potential with a significance of 5 sigma over 10 years exposure
for a γ = 2 source at different declinations. The blue lines in both plots indicate predictions
for a detector located at the P-ONE location for a median angular resolution of the track
reconstruction of 0.6 degrees.
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appear at different positions in local coordinates over the course of a day. And therefore1639

for a single day of observation, events from the source can be observed at different altitude1640

positions, depending on the source’s location and the time of day. An example of the location1641

of NGC 1068 for a single day is shown in Fig. 5.4.1642

At the time of writing, the Monte Carlo simulation available for this analysis does not in-1643

clude atmospheric muon background events. It only includes simulated astrophysical neutri-1644

nos and atmospheric neutrinos. Thus, the results shown in Fig. 5.7 are based on a calculation1645

of the expected atmospheric neutrino background events in each bin, neglecting atmospheric1646

muons. To account for the atmospheric muon background effect in the calculation, we only1647

selected Monte Carlo simulation events that reached the detector from below. In reality, this1648

selection would prevent including atmospheric muons and neutrinos that reach the detector1649

from above in the analysis.1650

The results of this selection, shown in Fig. 5.8, indicate that detecting the same number of1651

signal events requires a higher source flux for a given live-time compared to the case without1652

this selection (see Fig. 5.7). Moreover, a source located in the southern sky is approximately1653

twice as detectable as one in the northern sky. Also P-ONE is unable to observe up-going1654

events (tracks) originating from declinations beyond about 42◦.1655

5.4 Outlook1656

The results presented in this chapter were obtained using a simple analysis. This analysis1657

does not account for the dependence of the angular reconstruction resolution on event energy.1658

We used the same assumed angular error distribution for each event when sampling the1659

directions of the reconstructed events. Future work, including an optimized reconstruction1660
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Figure 5.8: The plot on the left (right) shows the minimum number of signal events (flux)
needed to reach a discovery potential with a significance of 5 sigma over 10 years exposure
for a γ = 2 source at different declinations. The blue lines in both plots indicate predictions
for a detector located at the P-ONE location for a median angular resolution of the track
reconstruction of 0.6 degrees.
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can further improve the analysis presented here by incorporating the energy dependence1661

of the angular resolution of events. Moreover, adopting an unbinned analysis method will1662

improve sensitivity in distinguishing the signal from the background within the search region.1663

This method assigns a higher probability of being from the source to an event originating1664

near the source than to one from the background.1665
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Chapter 61666

Conclusions1667

Pacific Ocean Neutrino Experiment is a km3 scale neutrino telescope planned to be deployed1668

in the northern hemisphere at the Cascadia Basin to advance the field of neutrino astronomy1669

by complementing existing and under-construction neutrino telescopes. P-ONE collaboration1670

deployed two Pathfinder missions, STRAW and STRAW-b, in 2018 and 2020, respectively,1671

aimed at measuring the optical properties and assessing the feasibility of deployment at the1672

Cascadia Basin. Following the successful deployment, operation, and decommissioning of the1673

P-ONE pathfinder missions from 2018 to 2023, the P-ONE collaboration is now developing1674

and working towards realizing P-ONE arrays of detector instruments.1675

This thesis focuses on forecasting the sensitivity of the Pacific Ocean Neutrino Experi-1676

ment to steady-point sources of astrophysical neutrinos. This involved producing a detailed1677

Event Monte Carlo simulation, developing a track directional reconstruction algorithm, and1678

conducting a statistical data analysis to estimate the discovery potential, flux needed to1679

discover a steady-point source.1680

In this thesis, we reported a detailed event Monte Carlo simulation pipeline in P-ONE1681

using tools developed by the IceCube Neutrino Observatory collaboration. The current1682

simulation utilizes a test geometry, and an ongoing effort is underway to develop an optimal1683

geometry design. We have developed a basic model of detector response simulation for1684

this first detailed Monte Carlo simulation. The detector response model simulation needs1685
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improvement of the background noise simulation, in addition to the signal from the physics1686

event simulation. This involves incorporating a bioluminescence model and a background1687

model on a potassium-40 simulation conducted by a collaborator in the simulation pipeline.1688

Another aspect of the event simulation work that needs improvement is the detector response1689

model using lab data, which the collaboration is working on. Nevertheless, this initial version1690

of the Monte Carlo is sufficient for us to estimate the expected angular resolution of P-ONE1691

and its sensitivity to astrophysical neutrino sources.1692

The ability of a neutrino telescope to discover astrophysical sources of high-energy neutri-1693

nos depends significantly on its angular resolution. P-ONE is being developed for deployment1694

in ocean water, where scattering is reduced compared to in-ice scattering, and will utilize the1695

latest technology to achieve a good timing resolution. It is expected to have a good angular1696

resolution. We reported a track event reconstruction algorithm we developed for the P-ONE1697

using Monte Carlo simulation. The algorithm is based on a maximum-likelihood method1698

and convolution techniques to deal with very narrow likelihood spaces near the solutions.1699

At the time of writing, we do not have a method that guarantees global convergence1700

for all events at the trigger level. Hence, used truth-seeded fits as representative of the1701

performance that will be achievable in the future, once the global convergence has been1702

further optimized. We found that for muon tracks with more than > 700m in track length,1703

P-ONE can potentially reach an angular resolution of ∼ 0.1◦ at 1TeV, which improves to1704

∼ 0.05◦ at 1PeV. These values are a factor of ∼ 4 better than those currently achieved by1705

IceCube. Maximum likelihood reconstruction performance is affected by the initial starting1706

guess. If the starting points are very far away from the truth, the minimizer may not be able1707

to converge. The current reconstruction discussed can be improved by using an initial guess1708

that is better than LineFit, such as the development of improved seed algorithms based1709
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on machine learning. Additionally, the current reconstruction can be further enhanced by1710

employing more advanced minimization techniques, such as gradient-based minimization.1711

We discuss the method used to study the sensitivity of P-ONE based on counting the1712

number of events in an angular search bin that encompasses the possible neutrino source.1713

We determine the flux of a steady-state point source required to observe excess events above1714

background events. The results suggest that P-ONE can observe NGC 1068 in less than a1715

year with more than 5σ significance due to its expected angular resolution that reduces the1716

angular search bin. P-ONE will be able to discover a steady point source, depending on1717

the energy and flux, by observing as few as seven events from that source with a few years1718

of operation. The results presented in this study were obtained using a simple analysis.1719

This analysis does not account for the dependence of the angular reconstruction resolution1720

on event energy. Once the reconstruction optimizations are solved, the analysis can be im-1721

proved by taking into account the angular resolution energy dependence. Future analysis1722

of point source sensitivity can utilize robust methods, such as unbinned analysis methods,1723

which are more sensitive to discriminate the signal event from the background event in the1724

search bin. At the moment of writing this thesis, there is an ongoing work on adapting1725

tools used in other neutrino telescopes at the P-ONE location that will be used for point1726

source analysis. Nevertheless, the results from this thesis will serve as a baseline for future1727

performance analysis, including geometry optimization for a detector that maximizes sci-1728

ence output while considering cost and physical infrastructure constraints, and fits within1729

engineering constraints.1730
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