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ABSTRACT

COLLECTIVITY OF NEUTRON-RICH 3%3!Na STUDIED BY HEAVY-ION INELASTIC
SCATTERING AT INTERMEDIATE ENERGIES

By
Roy Salinas

Within the framework of the nuclear shell model, the properties of a nucleus with a given
number of protons and neutrons are governed by the occupation of the lowest energy single-particle
levels allowed by the Pauli exclusion principle. The validity of this model was primarily evidenced
through deviations in experimental observables, such as enhanced stability at certain proton and
neutron numbers, leading to what is now known as the magic numbers. Understanding how nuclear
structure evolves as a function of proton-to-neutron ratio underpins one of the primary goals of
modern nuclear structure studies. In particular, the N = 20 island of inversion is a neutron-
rich region of the nuclear landscape where the expected shell gap between the sd and f p shells is
reduced, leading to the emergence of collective phenomena. In this region, neutron-rich nuclei such
as %31 Na display ground states dominated by intruder configurations characterized by particle-hole
excitations across the shell gap. Despite the evidence for dominant intruder configurations in the
ground states of 3%3!Na, it remains an open question as to whether the associated deformation is
sufficiently robust enough to persist into their low-lying excited states. Addressing this issue is
further complicated by the scarcity of data on rotational bands near the neutron drip line, where
experimental challenges limit available measurements. In light of this, quantifying the reduced
electric quadrupole transition strengths (B(E2)) to the low-lying excited states provides a sensitive
probe of collective behavior, offering insight into the extent of the ground-state deformation.
Particularly, procuring the E2 transition strengths in 3*3!Na within the N = 20 island of inversion
can reveal whether static deformation develops into the first and second excited states. Thus, it
becomes paramount to accurately determine the B(E2) values stemming from Coulomb excitations.

This dissertation reports on the heavy-ion inelastic scattering measurement performed to in-

vestigate the reduced electric quadrupole transition strengths for low-lying excited states in >°Na



and >'Na. The measurements were performed with the Coupled-Cyclotron Facility and A1900
fragment separator, with an experimental setup composed of the Gamma-ray Energy Tracking In-
beam Nuclear Array (GRETINA), the TRIPLEX device, and the S800 Spectrograph. To extract the
B(E2 1) values, simultaneous measurements were carried out with °Be and '8! Ta foils separated by
25 mm, where the Be foil was utilized to constrain the nuclear contributions to the excitation cross
section measured on the Ta foil. The present work details the excitation cross sections for the (3%)
and (4%) states in 3°Na, and the (5/2%) and (7/2%) in >'Na. These cross sections were utilized in
conjunction with a coupled-channel calculation software (FRESCO) to extract the B(E2 T) values
for each excited state.

The B(E2 T) values determined from this analysis were compared to shell-model calculations
utilizing three effective interactions to describe each nucleus: FSU, which assumes the promotion
of two nucleons across the N = 20 shell gap (i.e. pure 2p-2h configuration), SDPF-M, which
incorporates a mixture of particle-hole configurations between the sd and fp shells, and USDB,
which serves as a reference for sd-shell calculations adopting a pure Op-Oh configuration. The
comparison between the experimental results and theoretical calculations suggests a persistence of

ground-state deformation in the low-lying excited states of **Na and 3!Na.
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The simulated and experimental beam distributions have been scaled to unity.
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CHAPTER 1

INTRODUCTION

All of the observable matter in the universe is composed of atoms, which are themselves comprised
of protons, neutrons, and electrons. Over a century, constituents of the nuclear physics community
have striven to illuminate the enigmatic inner workings of the atomic nucleus. The nucleus has an
approximate radius 10715 m, yet it possesses a tremendous amount of information on the origin
of all observable matter. At its core, the nucleus is a many-body Fermionic quantum system,
where protons and neutrons — collectively called nucleons — interact through the interplay of the
strong nuclear force, Coulomb repulsion, and quantum effects. It is this eclectic environment of
the nucleus that allows it to serve as an indispensable platform to study nature. This serves as the
foremost motivation for the work presented in this dissertation, with a specific focus on the internal
structure of the neutron-rich isotopes of *3!Na. Hence, this chapter will provide a brief overview
on the nuclear landscape as it is known presently, the models used to describe nuclear structure and
excitation properties, and features of the Z = 11 isotopic chain in the context of the N = 20 Island

of Inversion.

1.1 The Nuclear Landscape

As presented in Fig. 1.1, the nuclear landscape is the result of the scientific enterprise to understand
observable matter. The chart of nuclides is organized by the number of protons and neutrons,
together called nucleons, which serve to describe the identity of a particular nucleus. The proton
number (Z) is given along the y axis and the neutron number () is along the x axis in Fig. 1.1. The
sum of the proton and neutron numbers is denoted by A = Z+ N, and is known as the mass number.
Together, all of these symbol describe a nucleus, fZ‘X ~N, where X represents an element from the
periodic table of elements. Nuclei that share the same proton number Z but vary in neutron number
N are known as isotopes, whereas nuclei with the same neutron numbers are denoted as isotones.

In Fig. 1.1, isotopes are arranged horizontally, whereas isotones appear vertically. Nucleons are



not point particles, rather, they themselves harbor a complex internal structure composed of quarks
bound together by the strong force mediated through gluons. Protons are comprised of two up
quarks and one down quark, whereas the neutron has one up quark and two down quarks. The sum
of these quarks, +2/3e for one up quark and —1/3e for one down quark, grants the nucleons their
charges; +1e for protons and no charge for neutrons. Beyond the inner structure of a nucleon, the

strong force between nucleons (nuclear force) binds these composite Fermionic particles to create

a nucleus.
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Figure 1.1: The nuclear landscape depicting nuclides as a function of proton (Z) and neutron
(N) number. The proton number increases vertically along the y axis whereas the neutron number
increases along the x axis. The prominent decay modes of each nuclide are illustrated by color. Black
squares denote the valley of stability, a region where nuclei are stable against beta decay. Squares
indicate nuclei that have been measured whereas circles are extrapolated from data systematics.
The horizontal and vertical solid black lines mark the isotopic and isotonic chains at the magic
numbers, respectively. Isotopic chains for each proton magic number have been labeled (e.g. He,
O, etc.). The dashed green line denotes the N = Z trend line, highlighting the increasing influence
of Coulomb repulsion in heavier nuclei. Data was extracted from Refs. [1, 2].



The nuclear force involved in atomic nuclei is a complex combination of the fundamental strong
and weak interactions, where its exact analytical form is still unknown. However, it is possible to
phenomenologically characterize the interaction, being repulsive at short distances ( < 1071 m),
attractive on the order of magnitude of ~ 10~!5 m, and rapidly diminishing at larger distances.

In addition to organizing the several thousand nuclei by proton and neutron numbers, the
prominent decay mode of a nucleus may also be utilized to illustrate systematic characteristic of the
nuclear terrain, as visualized by the different colors in Fig. 1.1. Through the center of the nuclear
chart lies the so-called valley of stability, a narrow region of nuclei that are stable to beta decay.
On either side of the valley of beta stability reside nuclei that are susceptible to various forms of
decay. Neutron-rich nuclei, on the right-hand side of the valley of stability, show a propensity
to beta-minus (8~) decay, which entails converting a neutron to a proton with the emission of
an electron and electron antineutrino. Similarly, the proton-rich nuclei residing on the left-hand
side of the valley of stability, undergo beta-plus (8%) decay, converting a proton to a neutron with
the emission of a positron and electron neutrino. Notably, the Coulomb force stemming from
the protons veers the nuclear landscape towards more neutron-rich environments, as seen by the
deviation from the green N = Z line in Fig 1.1. This is a result of the growing Coulomb repulsion
as additional protons are incorporated into the nucleus, necessitating the presence of more neutrons
to sufficiently bind all the nucleons.

Among the various trends spanning the nuclear chart, the pronounced stability of nuclei with
a particular set of proton and neutron numbers stands out as pivotal [3—-5]. These regions of
enhanced stability possess nucleon numbers 2, 8, 20, 28, 50, 82, and 126, and are known as the
magic numbers. Experimentally, several observables were used to define the magic numbers, with
the one neutron separation energy (S1,) — the energy required to remove a single neutron from a
nucleus — being one of them. The S, observable is presented in Fig. 1.2, where it is plotted for
various isotopic chains as a function of neutron number. The staggering effect for each isotopic
chain is a result of the pairing effect of nucleons. Nucleons that are not paired (e.g. a lone neutron)

are less bound than two neutrons that are paired to a J = 0 configuration. The steep drop in the one
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Figure 1.2: The one neutron separation energy (S1,) for isotopic chains as a function of neutron
numbers N. Isotopic chains at magic numbers are highlighted in red and labeled. The neutron
magic numbers are marked by dashed blue lies. The sudden drop in Sy, after each magic number
denotes a filled shell, marking the subsequent nucleon being less tightly bound due to occupying
an open shell. Data was extracted from Refs. [1, 2].

neutron separation energy after a neutron magic number is indicative of extra stability. Analogous
to atomic theory, the drop in Sy, after a neutron magic number arises due to additional neutrons
occupying the next available shell, which are less bound. The identification of these magic numbers
led to the development of the nuclear shell model, which treats the nucleons as independent particles

in a central potential, creating discrete energy levels.

1.2 The Nuclear Shell Model

The shell model stands as the first successful framework in describing the phenomenological trends
of the nuclear chart microscopically. Its development was driven by extensive experimental evi-
dence revealing systematic features that suggested the nucleus possesses an underlying, predictable
structure. The shell model description ascribes the nucleons within the nucleus as independent par-
ticles, interacting with a self-generated central potential rather than the individual neutron-neutron

(NN) interactions. This assumption of a central potential arises from having a saturated density [6]



in the nucleus’s interior, and the nuclear force being attractive at a short range. Each nucleon within
the nucleus experiences the collective influence of surrounding nucleons, though the strength of
the NN interaction diminishes with distance. Hence, the net effect of all of the individual NN
interactions generates a phenomenological potential which flattens out near the central region of the
nucleus, becomes shallow near the surface, and vanishes at r — oo [7]. It then becomes paramount
to select an appropriate central potential capable of emulating these properties. Historically, the
harmonic oscillator potential was first utilized but failed due to creating an infinite-range potential
and implying that the density is not constant throughout the nucleus. A more suitable candidate
was the Woods-Saxon potential, Vs (r), which was able to mimic the expected phenomenological
properties of the nucleus,

-V
Vws(r) = m = —Vofws(r) (1.1)

where a comparison of Eq. 1.1 is made with a harmonic oscillator potential in Fig. 1.3. In Eq 1.1,
the depth of the potential is denoted by V, and the radius is given by R = rgA'/3 where a value
of ro = 1.2 fm is typically used. The diffuseness parameter, which is representative of the surface
thickness, is given by a. The development of the shell model single-particle energies, starting
with the harmonic oscillator potential, is presented in Fig. 1.4. The use of the three-dimensional
harmonic oscillator (leftmost column of Fig. 1.4) was a good starting point in endeavoring to
reproduce the magic numbers, as it reproduced the 2, 8, and 20 magic numbers. However, it failed
to reproduce the phenomenological numbers past that.

The introduction of the Woods—Saxon potential (Eq. 1.1) incorporated key features such as the
nuclear radius, surface diffuseness, and potential strength, leading to the splitting of degenerate
single-particle energy levels according to their orbital angular momentum /. This degeneracy
splitting is seen in the second column of Fig. 1.4. Ultimately, it was the inclusion of the spin-orbit

coupling term by Mayer and Jensen [3—5], which conventionally is given as [8]

(1 )Vis() = (L )Vigo o fis() (1.2
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Figure 1.3: Comparison of a Woods-Saxon (red) and harmonic oscillator (blue) potentials. The
harmonic oscillator extends to infinity whereas the Woods-Saxon potential diminishes after a finite
distance. The flat bottom of the Woods-Saxon potential reflects the saturation of nuclear density,
while the harmonic oscillator implies an increasing nuclear density as r — 0.

that successfully reproduced the magic numbers (rightmost column of Fig. 1.4). The strength of
the spin-orbit term is give by V), and often times parameterized by fi;(r) = fws(r). Within the
shell model, the magic numbers arise from large energy gaps between shells, such that promoting a
nucleon to a higher shell requires additional energy and is therefore unfavorable. Because protons
and neutrons are distinct particles, each occupies its own set of shells.

Coupling the intrinsic spin s of a nucleon with its orbital angular momentum / further splits the
energy levels into j = [+ s and j = [ — s, where +s accounts for the possible spin up or spin down
configurations a nucleon may take. The discrete energy levels a nucleon occupies are denoted by
principal quantum number 7, orbital angular momentum number /, and total angular momentum of
an individual nucleon j. Together, an individual energy level is commonly specified using the nl/;
notation, where spectroscopic symbols (s, p, d, f,...) denote orbital angular momentum number
[=0,1,2,3,.... As given in Fig. 1.4, n represents the radial quantum number corresponding to the
number of times the radial wave function changes its sign. Furthermore, the parity of a nucleon in

a given nl; orbital is determined by 7 = (-1,
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Figure 1.4: Neutron single-particle orbit in 2°®Pb calculated using the harmonic oscillator, Woods-
Saxon, and Woods-Saxon with spin-orbit potentials. Bracketed numbers denote orbital occupancy,
followed by the cumulative occupancy of all prior orbitals. Orbits are labeled by major quantum
number N, orbital angular momentum [ (using spectroscopic symbols), and the total angular
momentum j = [ + s where the 2 convention is being utilized. Figure is adapted from Ref. [8]



1.2.1 Single-Particle Excitations

As stated before, nucleons within the shell model may be treated as independent particles under
the influence of a central potential. A single-particle excitation corresponds to the promotion of
a nucleon in the ground-state, (n/;)ys., to a higher-lying single-particle state (n/;)gx.. This can
occur for either proton or neutron shells, where the promotion of the individual nucleon leaves a
vacancy in the shell it originated from (called a hole). These type of excitations typically occur near
closed shells, where a valence nucleon resides nearest to the subsequent shell. Albeit energetically
expensive, it is feasible to promote an already paired nucleon by providing the required energy to
break the J = 0 pair and promote it to the following shell. The promotion of a nucleon to another
orbital, whether it be within the same shell or across to the next shell, dictates the excited-state
energy spectrum. When a nucleon is promoted within the same shell, the parity of the resulting
excited state remains the same as that of the ground state. In contrast, promoting a nucleon to the
next unoccupied shell generally changes the parity of the excited state configuration from that of
the ground state.

It is possible to promote two nucleons into the same subsequent shell, where such an excitation
would not change the parity of the ground state. An example would be the promotion of two
neutrons from the sd shell to the fp shell. The net parity is given by m = mym,, where 7y and m;
correspond to the parity of the two individual neutrons. Given that energy levels in the fp shell
have odd orbital angular momentum values, the overall parity remains positive. Such a promotion

would be called a 2p-2h excitation, where two neutrons have been promoted to the ensuing shell.

1.2.2 Evolution of Single-Particle Energies

The nuclear shell model has made tremendous strides in explaining the nuclear phenomena observed
near the valley of stability. However, with the advent of rare-isotope beam facilities capable of
accessing increasingly exotic nuclei — those far from the valley of stability in Fig. 1.1 — it became
evident that their behavior diverged from the predictions of the shell model [9]. Talmi and Unna [10]

noticed that the ordering of single-particle levels may evolve due to effective nuclear interactions.



It was the pioneering work on key observables such as atomic masses, nuclear radii and spectra

that first suggested an evolution of single particle states near N = 20 [11-17].

proton neutron

Figure 1.5: Schematic illustration of the monopole interaction arising from the tensor force between
proton (j-, j<) and neutron (jZ, j.) orbits, where the tensor-force is depicted by the black wavy
line. Occupation of a neutron j. orbit induces an attractive interaction with the proton j. orbit,
making it more bound. In contrast, the similar angular-momentum alignments between the proton
J> and the neutron j/ orbits invokes a repulsive tensor force interaction, reducing how bound the
proton orbit is. Figure was modified from Ref. [18].

The evolution of the nuclear shell structure is often attributed to the monopole interaction of the
tensor force [6, 18-20]. The interaction arises mainly due to one-pion exchange between nucleons.
The tensor force affects the valence single-particle energy levels of closely related protons and
neutrons. As illustrated in Fig. 1.5, the monopole interaction of the tensor force is attractive
between proton and neutron orbitals with opposite angular-momentum alignments ( j, j. or j.,
Jj% ) and repulsive for similar angular-momentum alignments ( j-, j. or j., j.). This convention
denotes j. =[+1/2and j. =1 —-1/2 and are aptly called j-upper and j-lower orbitals, respectively.
The shift in the single-particle energies is largely governed by the monopole component of the

tensor force, given by [18]

r_ 2j@QI+ DGV )
. >,7+1)

(1.3)



where V depicts an interaction, and {j j’|V|j j’) ;7 is the diagonal two-body matrix element coupling
two nucleons — one with j and the other with j” — to total angular momentum J and isospin 7. As
the occupation numbers of valence proton and neutron orbitals change, the single-particle energies
of these states shift due to the effects of the tensor force. Consequently, it can be stated that the
single-particle energies are not static but depend on the number of protons or neutrons. A more
intuitive description of this phenomena is offered in Refs. [6, 18-20]

Recent studies of 2Be [9, 21, 22] and 32Mg [9, 23-25] provide evidence of structural evolution
at the N = 8, 20 magic numbers, where these conventional shell closures vanish. As a result, this
led to the development of new magic numbers, where the occurrence of the N = 16 magic number

[9, 26, 27] was a result of the evolving single-particle orbitals near N = 20, as displayed in Fig. 1.6.
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Figure 1.6: Evolution of the effective single-particle energies (ESPEs) for the N = 20 isotones,
from ‘2‘8Ca to %8 O, calculated with the SDPF-M interaction. Shaded regions indicate the occupancy
of the d3; (blue), 51 /2 (orange), and ds, (green) orbitals. The reduction of the conventional N = 20
shell gap between the d3/, and f7/, orbitals, together with the emergence of the new N = 16 gap,
arises from the removal of protons from the ds/, orbital. Figure was adapted from Ref. [6].

This is phenomenon is most apparent for the Z < 14 nuclei along the N = 20 isotonic chain,
where the expected spherical shell gap is no longer obtained [9]. The emergence of a new magic

number can be qualitatively understood by means of the monopole interaction of the tensor force.
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At Z = N = 20 (i.e. *°Ca), a closed-shell configuration is present which leads to the conventional
N = 20 gap. At Z = 14, 6 protons were removed from the d3;; and 51/ shells, leaving an
occupied dsj, proton orbital. As protons are then removed from the ds/, orbital, the attractive
monopole interaction between the ds/, protons and d3/, neutrons weakens. This reduction raises
the neutron d3,, orbital, bringing it in closer proximity to the fp shell, while the s/, remains
relatively unaffected. The resulting energy gap between the neutron d3,, and s/, orbitals gives

rise to the N = 16 magic number.

1.3 Collective Excitations

Collective excitations tend to arise in regions in between the magic numbers, often denoted as
transitional nuclei, or in regions in which there is an excess of neutrons. This collective behavior
is manifested by vibrations, rotations, or a combination of both, with phenomenological signatures
indicating dynamics that extend beyond the predictions of the shell model that relies on a spherical
basis. These forms of experimental markers are often explained by macroscopic models that focus

on the bulk properties of the nucleus.

1.3.1 Characterization of Nuclear Shapes

The task of describing a nucleus in a time-dependent manner is exceedingly complex, and rapidly
becomes an insurmountable with increasing mass number A. The macroscopic description of the
nucleus is analogous to treating the bulk properties of the constituent nucleons as a liquid drop
[28, 29]. Any closed three-dimensional figure may be parameterized through the use of spherical
harmonics [7, 30]. By assuming the nucleus exhibits a homogenous density throughout, its surface

may be described by

R(0,¢)=Ro| > > anu¥au(6,0) (1.4)

A pu=-A

where Ry = roA'/? denotes the spherical surface radius with rg typically taken to be 1.2 fm. The

deformation amplitudes are given by a, , and the spherical harmonics are indicated by Y, ,(6, ¢).
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The angular momentum is given by A, with its projection along the z-axis denoted by u. The
A = 1 terms correspond to a translation of the center of mass. The prominent contributions to
deviations from a spherical shape stem from quadrupole deformations (1 = 2), followed by octupole
deformations (A = 3).

A more natural prescription of the deformation amplitudes can be given by in the principal axis
frame of the nucleus, where the intrinsic coordinate system is typically defined so that its axes align
with the principal axes of the system’s mass distribution [7]. For quadrupole deformations, these

parameters are GXpI‘GSSGd as

1
V2

where 3, informs on the extent of quadrupole deformation and y gives the degree of axial asym-

ano = Bacos(y) aze1 =0 arsyr = —pf2 sin(y) (1.5)

metry. The radii along the principal axes can then be expresses as

R, =Ry 1+,82w/%cos (7_2?71)) (1.6)

Ry, = Ry l+,82\/%cos (7—4?”)) (1.7)
5

R,=Ry|1 +’BZHE cos(y)) (1.8)

A B = vy = 0 parameterization returns the expected spherical shape of the nucleus. For

B >0,y =0, the radii R, = Ry, and R, > R, resulting in an axially symmetric prolate shape. As
for the 8 < 0,y = 0 scenario, a difference arises between the principal z axis such as R, < Ry,
giving an axially symmetric oblate shape. Note, prolate deformations are elongated along the
symmetric axis whereas oblate is compressed. Moreover, the radii defined in Eqgs. 1.6, 1.7, and 1.8
display a symmetry corresponding to angular increments of /3, partitioning the (£, y) plane into
six regions as displayed in Fig. 1.7. When 8 > 0 and y # 0, the nucleus does not possess axial
symmetry, and the associated quadrupole shape is referred to as being triaxial. For such a system,

the rigid-rotor moment of inertia is defined as [31]
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where the body-fixed «-axis for x, y, and z are given by « = 1, 2, 3, respectively.

Figure 1.7: Polar diagram illustrating the deformation plane as a function of g,y. Owing to the
symmetry of Egs. 1.6, 1.7, and 1.8, the plane is partitioned into 6 equivalent segments at increments
of 7/3. Shapes along the dashed arrows are identical to those along the solid arrow. Due to the
symmetry, the first segment (0 < y < 7/3) is conventionally utilized to describe the shape of the
nucleus. Figure was adapted from Ref. [8].

1.3.2 Rotational Excitations

For an axially symmetric deformed nucleus, rotation about an axis perpendicular to that of the
symmetry axis induce excitations. This leads to the projection of the angular momentum J onto
the symmetry axis — denoted by K — as a constant of the motion [28]. For an even-even nucleus
with Jg s = 0, the projection takes on the value of K = 0 and the rotational energy at leading order

can be expressed as
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h2
Ew(J) = 527 (J +1) (1.10)

where 7 is the reduced Planck’s constant, / is the moment of inertia, and J is the angular momentum.
For an even-even nucleus with K = 0, the allowed values of J are even integers due to the rotational
invariance of the rigid rotor. Several excited-state rotational bands in axially deformed nuclei have
been found to follow this trend, where a key indicator is the characteristic energy ratio of the

lowest-lying 2* and 4™ excited states,

E(4%)
E(2%)

=3.33 (1.11)

From Eq. 1.11, it could be surmised that the gamma-ray energies from in-band transitions would
be linear in J. Signatures of the linearity in J are present in the energy spectrum of the super

deformed '3%Dy, presented in Fig. 1.8, where a constant energy spacing of AE = 47 keV is found
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Figure 1.8: A super-deformed rotational band in 32Dy, where the relevant y-ray transitions between
band members have been marked. The constant spacing of the y-ray energies is characteristic of
a system exhibiting the symmetry of an ideal quantum rotor. The observed decreasing intensity
pattern for the gamma rays reflects the angular momentum distribution in populating the rotational
band in the reaction. The unmarked lower energy peaks correspond to states populated after the
decay of the super-deformed band. Figure is adapted from Ref. [32].
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between adjacent gamma rays [32, 33].
When we have K # 0, the allowed values of J cantake J = K, K+1, K+2, ..., and the rotational
energy may be expressed as [28, 34]

2
E(J,K) = %(J(J+l)—K(K+l)) (1.12)

When considering odd-A systems, the odd-nucleon may be considered as a valence nucleon coupled
to an even-even core. This is referred to as the particle-rotor model, in which the odd nucleon is
influenced by the rotations of the even-mass core. In such case, the energy of the system can be

written as

E :E0+Er0t+Ecor (1.13)

where E| is the intrinsic energy the nucleus may already posses, E: is the rotational energy given by
Eq. 1.12, and E is the energy from the Coriolis effect due to the rotating even-even core [28, 34].
There are two limits in the particle-rotor model: the strongly coupled (i.e. deformation aligned)
and the weakly coupled (i.e. rotation aligned) limits. In the strong-coupling limit, the projection of
the angular momentum along the symmetry axis, K, is a good quantum number and becomes large
as a result of the valence particle’s angular momentum aligning with the symmetry axis. In return,
this suppresses Coriolis effects so that changes in single-particle energies due to Coriolis matrix
elements are negligible. Within this limit, the intrinsic angular momentum j of the odd particle
aligns with the symmetry axis of the deformed core, resulting in a precession of the valence particle
that follows the rotation of the even-mass core. That is, Coriolis effects stemming from the rotating
core are negligible on the orbit of the valence particle. Hence, one is able to construct an energy
ratio — similar to that of Eq. 1.11 — for an odd-mass nucleus using Eq. 1.12. For example, for a
Jgs. = 3/2" nucleus, the energy ratio between the low-lying 5/2% and 7/2+ excited states assumes

a value of

E(7/27) - E(3/2") _
E(5/2%) - E(3/2%)

2.4 (1.14)
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Recent studies investigating the rotational band structure near the N = 20 island of inversion
have applied these arguments, finding that nuclei in this region are generally in good agreement
with the strong-coupling limit [35, 36]. Conversely, Coriolis effects become significant in the
weak-coupling limit, as the motion of the valence nucleon is strongly influenced by the rotation of
the even-mass core [31]. In this regime, the valence nucleon’s angular momentum aligns with the
rotation axis of the core, and the projection K is no longer a good quantum number. The Coriolis
interaction dominates over the intrinsic energy-level spacings, mixing states with AK = +1, causing
a significant change in the rotational spectrum and properties. This effectis strongest forthe K = 1/2
projection which induces a staggering effect in the observed energy spectrum. Thus, special care
ought to be taken into account when determining the energy levels when the Coriolis force may no
longer be neglected [28, 31, 34]. Note, the Coriolis force may also have a pronounced effect when
the nucleus is weakly deformed due to only small projections K being possible onto the symmetry

axis.

1.3.3 Vibrational Excitations

The coherent motion of nucleons may also be explained through vibrational modes. Vibrational
phenomena assumes collective oscillations about a spherical equilibrium shape which are inter-
preted to be as phonons. The excitation energy for n, phonons in the harmonic approximation is

given by [28]

E =l’l/1hw/1 (1.15)

where the frequency w, is determined from the potential, A denotes the angular momentum carried
by the phonon, and n, corresponds to the number of phonons with angular momentum A. The
different vibrational modes are given by the angular momentum number A of each phonon. Ex-
amples include the 4 = 0 (monopole) mode, corresponding to a uniform inward-outward breathing
motion of the spherical nucleus; the 4 = 1 (dipole) mode where protons and neutrons oscillate out

of phase with one another; and the A = 2 (quadrupole) mode, depicting an alternating compression
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and expansion of the nucleus. For quadrupole vibrations, each phonon carries 2 units of angular
momentum and has positive parity. For a spherical even-even nucleus, coupling a A = 2 phonon to
the J™ = 0* ground state would create the 2* excited state. Coupling an additional A = 2 phonon
would produce the 0%, 2%, and 4" states. A key signature of vibrational character is given by the

energy ratio of the first 2* and 47 states,

E@4Y)
E(2%)

2 (1.16)

in which the 2* state is composed of one A = 2 phonon, while the 4* — originating from coupling two
A = 2 phonons — contains two. When the nucleus possesses deformed characteristics, vibrations
may be built upon the deformation. With the most common distortion of spherical nuclei being
quadrupole in nature, a 4 = 2 vibration is frequently used to describe the low-energy spectra of
deformed nuclei. Quadrupole vibrations lead to the development of K = 0 and K = 2 bands in
even-even nuclei, which are characterized as 8 and vy vibrations, respectively [34]. Vibrations
associated with the 5 deformation parameter (with y = 0) are oscillations along the symmetry axis
of the nucleus, which preserves its axial symmetry. Those known as y vibrations have a rigid 8

deformation and oscillate about a specific degree of axial asymmetry y.

1.4 Electromagnetic Decay

Electromagnetic decay serves as one out of many crucial means in which our understanding of nuclei
may be enriched. Markedly, the advent of facilities producing rare-isotope beams and powerful
gamma-ray detectors such as GRETINA [37, 38], and to-be commissioned GRETA [39, 40], prove
advantageous to probe deeper into the structure of nuclei via gamma-ray transitions. Excited-state
gamma rays occur when a nucleus releases a photon as it decays to the ground state. The emission
of this photon may be characterize by its mean lifetime (7) and half-life (¢1/2) which are related by
T = t1/2/In(2). Phonons are spin-1 bosons that carry energy proportional to their frequency v. The
angular momentum carried by the photon A depends on the initial J; and final J states, where J;

is designated as the higher-lying state. Angular momentum selection rules dictates that the photon
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may carry integer amounts of angular momentum via

|Jf—Jl'|S/1SJf+J,' (1.17)

Furthermore, these transitions are either electric (E) or magnetic (M) in nature, with the selection
criteria determined by the parity of the J; and J; states — a property conserved by the strong
interaction [8]. If there is no parity change between the initial and final states, the allowed
transitions are M1, E2, M3, E4, .... Alternatively, a parity change between the initial and final
states results in E1, M2, E3, M4, .... The multipolarity of a gamma-ray transition is indicated by
its angular momentum A, specified by Eq. 1.17, and are dipole (4 = 1), quadrupole (1 = 2), and
octupole (4 = 3), to name a few.

The decay rate between J; and Jy may take on more than one multipolarity but it is the lowest
A that usually dominates. The larger the transition rate is between J; and J, the larger overlap

between the initial and final state wave functions. This transition rate is formally written as [8]

8r(A+1) ) (k2/1+1) | (J1O(m)||J;) ? (1.18)

W =
;(/1((2/1+1)!!)2 h (24;+ 1)
where k = E,, /fic is the wave-number for the electromagnetic transition of energy E,, and O(7A)

is the sum over single-body operators of order A and parity 7 denoted by

@:Zow,k) (1.19)
k

The general reduced transition probability is then obtained from the last factor of Eq. 1.18, and is

given as

O @D I:) 2
B 2J; + 1

B(zd, J; — Jy) (1.20)

which for the work presented in this dissertation, the electric quadrupole (E2) reduced matrix

element is of importance,
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| (JIIOE2)||) P
2J;i +1

B(E2,J; — J;) = (1.21)

To relate the B(E2,J; — Jy) to B(E2,Jy — J;), where i denotes the higher-lying state and f the
lower-lying state, the required conversion is
(2] f + l)

The conventional nomenclature for these designate B(E2,T) = B(E2,J; — J;) and B(E2,|) =
B(E2,J; — Jy) which represents the excitation (J; — J;) and decay (J; — Jy) between states J;
and Jy, respectively. Relevant to the concept of collective excitations (Sect. 1.3), the Weisskopf
estimate is utilized to determine whether a particular transition is weak or strong. The Weisskopf
estimate relies on the assumption that a single nucleon is responsible for the transition. The

Weisskopf estimates for transitions that are electric in nature are given by

1 3 \?
Bw(EA) = (E) (m) (1.2A4'3)2e2fm? (1.23)
where an E2 Weisskopf estimate results in [8]
Bw(E2) = 0.0594A*3¢?fm* (1.24)

By comparing the Weisskopf estimate with the measured reduced transition probability, one can
infer that a transition is collective in nature if the measured value significantly exceeds the single-

nucleon estimate.

1.5 N = 20 Island of Inversion

The onset of deformation in neutron-rich nuclei near N = 20 was first uncovered through pioneering
mass measurements, which revealed anomalies in binding energies that could not be reconciled
within the conventional shell-model framework [6,9, 11, 15, 17,41]. These early findings suggested

the presence of unexpected structural phenomena in nuclei far from stability, challenging the
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prevailing understanding of shell closures. Theoretical investigations using large-scale shell-model
calculations demonstrated that the anomalous binding energy systematics could be attributed to
the dominance of the energetically favored intruder-deformed configurations, arising from particle-
hole excitations across the sd-fp shell gap [6, 9, 15, 17]. Mean-field theoretical models have

also been used to describe the unexpected deformation in the neutron-rich nuclei in the vicinity of

N =20 [42, 43].
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Figure 1.9: A portion of the nuclear chart emphasizing the N = 20 island of inversion. The valley
of stability is indicated by the black squares, along with the first few proton/neutron magic numbers.
The original island of inversion, proposed by Warburton et al. [15], is displayed within the pink
squares in the inset. Related to this work are the 3*-*!Na isotopes, both of which have been identified
as belonging to the N = 20 island of inversion [44, 45]. Furthermore, the southern shore is now
suggested to extend to 28F [46].

The recognition of this mechanism led to the introduction of the now well-established concept of the
island of inversion [15], a region traditionally centered around Z =~ 11 and N =~ 20, as displayed in

Fig. 1.9, where nuclei manifest additional correlation energy through (sd)™(fp)" configurations.
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The significance of this discovery extends well beyond the N = 20 region. Similar intruder-
driven deformed structures have since been identified in other neutron-rich regions of the nuclear
chart [6, 9], demonstrating that shell evolution and configuration mixing play a role in shaping exotic
nuclei. Experimental signatures of these effects include anomalously large binding energies, level
schemes with lowered excitation energies of yrast states, and enhanced B(E?2) transition strengths,
all pointing to the emergence of collective behavior in systems once thought to be spherical. In
particular, detailed spectroscopic studies of low-lying excited states have proven indispensable
for probing the evolution of shell structure as neutrons are added, as well as for distinguishing
between static quadrupole deformations and dynamic vibrational correlations. These studies not
only illuminate the microscopic origin of deformation in neutron-rich nuclei but also provide critical
benchmarks for modern theoretical models that aim to describe the interplay between single-particle

motion and collective dynamics far from stability.

1.6 Anomalies Along the Z = 11 Isotopic Chain

The observation of deformation-driven structures within the N = 20 island of inversion has
prompted significant interest in understanding the extent to which such configurations persist across
neighboring isotopic and isotonic chains. In the neutron-rich Z = 11 nuclei, the enhancement of
spectroscopic quadrupole moments of the ground states has provided compelling evidence for the
development of pronounced prolate deformation [47]. This behavior has been interpreted as the re-
sult of energetically favored 2p—2h excitations, with minor contributions from 4 p—4h components,
dominating over the normal Op—0h configuration. The delicate interplay between spherical and
deformed shapes has been further investigated in 3*Na through studies of isomer decay, suggesting
the dynamic coexistence of competing nuclear shapes [48].

Theoretical predictions indicate that large quadrupole moments for the 3/2* states may persist
across the odd-mass isotopes >3~#!Na [49], a phenomenon potentially linked to the shell quenching
occurring at the N = 20 and N = 28 magic numbers [36]. For the neutron drip line 3**'Na

1sotopes, theoretical studies suggest triaxial deformations may play a more significant role [49, 50].
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Moving along the N = 20 isotonic line towards >80, recent high-precision mass measurements have
shown that the empirical shell gap reaches a minimum at >*>Mg but increases markedly for >'Na [51].
Despite this, the reduced shell gap appears to persist for 22°F [46, 52] and 20 [53], suggesting that
the island of inversion extends over a broader region of the nuclear chart than previously anticipated.
These findings highlight the intricate balance between spherical and deformed configurations in
neutron-rich systems, emphasizing the role of intruder states and cross-shell excitations in shaping
nuclear structure far from stability.

With specific regard for 3*-*!Na, a question remains as to whether the ground-state deformation
induced by intruder configurations persist beyond the first excited states. Currently, reduced E2
transition strengths to the 3* and 4™ excited states — members of a K = 2 band — are known for
30Na, albeit with large uncertainty [54—-56]. To further underscore the scarcity of experimental data
in this region, only one prior measurement has been reported for the 5/2* excited-state member of
the K = 3/2 band in 3! Na [54]. Obtaining B(E?2) strengths beyond the first low-lying excited states
in 3%-3Na offer a means to stringently characterize the Z = 11 isotopic chain towards the neutron

drip line beyond what is achievable by energy ratios alone.
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CHAPTER 2

EXPERIMENTAL TECHNIQUES

The multifaceted nature of experimental nuclear physics is partly reflected through the various
means in which observables, such as reduced transition strengths, may be obtained. The progress
of experimental nuclear physics is strongly correlated with the development of instrumentation,
and therein, the methodologies that emerge from such advancements. This synergy has established
nuclear spectroscopy as one of the most indispensable tools in studying atomic nuclei. Pertinent
to this thesis are the methods in which gamma rays emitted from rare-isotope beams were studied,
alongside the excitation mechanisms for the nuclei being studied. Therefore, this chapter will
briefly review in-beam gamma-ray spectroscopy, the inelastic scattering of exotic nuclei, safe and
unsafe (intermediate-energy) Coulomb excitation, and heavy-ion inelastic scattering, with the latter

being the method employed in the present study.

2.1 In-Beam Gamma-Ray Spectroscopy

In-beam gamma-ray spectroscopy serves as a cornerstone technique in investigating the structure of
nuclei. Studying the properties of a nucleus possessing large asymmetries in either proton or neutron
numbers necessitates the production of fast rare-isotope beams with energies typically on the order
of 100 MeV/u. The produced rare-isotope beams are comprised of a variety of exotic nuclei, which
are then utilized in various different reaction mechanisms. These reaction mechanisms may leave
a nucleus in an excited state, which prompts the emission of a gamma ray. However, the intensities
of the exotic-isotope beams are usually several orders of magnitudes lower than stable beams.
In-beam gamma-ray spectroscopy circumvents this shortcoming through the use of thick targets
which increases the reaction yield. The large beam velocities (typically exceeding 30% the speed
of light) allow for the beam to traverse the reaction target without stopping, minimizing energy and
angular straggling, and preserving the kinematic properties of the reaction.

As a result of the relativistic speeds at which the exotic nuclei travel, the gamma rays are
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emitted in the forward direction, as opposed to the near isotropic distribution of a particle at
rest. Furthermore, the gamma rays are Doppler shifted due to being emitted from nuclei moving
at relativistic velocities. Thus, detectors must be sufficiently position sensitive to reconstruct the
gamma-ray emission angle of each event. This is achieved by ensuring the detector is granular
enough to provide angular information sensitive enough to determine the gamma-ray emission
angle. For detectors such as GRETINA (See Sect. 3.5), the signal decomposition procedure, in
addition to the segmentation of each crystal, allows for the exploitation of the intrinsic high
resolution [37, 38]. In addition to the Doppler broadening of the gamma-ray peak, spectral features
such as low- and high-energy tails are a result of lifetime effects from the decay of the excited
state. This adds another layer of complexity in disentangling the observed gamma-ray spectrum
for a particular nucleus. Relevant to this work, the cross-section values listed in Sects. 4.6 and
4.7 relied on determining the amount of emitted gamma rays in an efficient and accurate manner
from in-flight excited ions. The following subsection will detail the relevant equations employed

to account for the Doppler broadening effects.

2.1.1 Relativistic Doppler-Shift Corrections

For gamma rays emitted from a nucleus moving at relativistic speeds, the observed gamma-ray
energy in the laboratory frame (E}4,) will be subject to Doppler effects. That is, the observed
gamma-ray energy Ep,, is Doppler shifted relative to the intrinsic excitation energy in the ion’s

reference frame, Ejo,. The Doppler-shifted gamma-ray energy in the laboratory frame is given by

— Eion
y(1 - Bcos(6y))
where y = 1/(4/1 — %) is the associated Lorentz factor, 6§, the laboratory-frame gamma-ray

Evrap 2.1)

emission angle measured from the ion’s velocity vector, and 8 = vjo,/c. Given that we are

interested in the energy from the ion’s reference frame, Eq. 2.1 is rearranged such that

Eion = ELavy (1 — B cos(6,)) (2.2)
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The effects of the Doppler shift on the intrinsic gamma-ray energy increase with 3, and disappear for
a stationary nucleus, as is expected. Given the low intensity of exotic beams at rare-isotope facilities,
thick targets are necessary to maximize reaction yields. Although beneficial for enhancing the
reaction yield, this advantage comes at the expense of reduced resolution in the Doppler-corrected

gamma-ray peaks.

Vion

Figure 2.1: Schematic illustration of an ion emitting a gamma ray in and after passing through a
production target. In this figure, the ion’s velocity vector is aligned with the laboratory frame’s z
axis indicated by zy45. As the ion traverses the target material, it loses velocity (top graph), which
impacts the Doppler reconstruction: gamma rays emitted inside the target are reconstructed with
different velocities than those emitted outside. Furthermore, due to the decay characteristics of the
excited state, gamma rays emitted further downstream are detected at larger emission angles, which
also impacts the Doppler reconstruction.

The emission angle of the gamma ray relative to the ion’s velocity vector governs whether
the detected laboratory-frame energy is Doppler upshifted or downshifted. Assuming the velocity
vector of the ion is aligned with the z axis of the laboratory frame, gamma-ray energies at forward
angles (6, < m/2 in the non-relativistic limit) will experience a positive Doppler shift (i.e. increase
in energy). Those detected at backward angles (6, > 7/2) experience a negative Doppler shift

(i.e. decrease in energy). Furthermore, as the ion traverses through the target, it continuously loses
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energy, leading to a varying . This behavior is illustrated by the graph in Fig. 2.1, which displays
the qualitative evolution of the ion’s velocity as a function of zj 5. As a result, assuming gamma-ray
detectors covering the forward angles, a gamma ray emitted while the ion is still within the target
will appear at a higher laboratory-frame energy than one emitted after the ion has exited. This is
reflected in the Doppler-corrected gamma-ray spectrum through a high-energy tail for the peak of
interest. Conversely, if the decay of an ion occurs further downstream, the laboratory frame energy
is typically lower due to the larger emission angle, assuming the velocity vector is aligned with
the laboratory-frame z axis. Both high- and low-energy tails are characteristics of lifetime effects
manifesting in the observed gamma-ray spectrum, with representative examples given in Refs. [57]
and [58], respectively.

The energy resolution of gamma rays emitted in flight have three major contributors which stem
from the intrinsic resolution of the detector djy., uncertainties in the velocity of the ion 64, and
uncertainties in the emission angle of the gamma ray &g, [7, 59, 60]. Each component that makes
up the energy resolution of an in-beam gamma ray is determined by taking derivatives with respect
to B and 6,, and combining it in quadrature with the intrinsic energy resolution. Thus, the total

energy resolution of an in-beam gamma ray may be written as [61-63]

=62

ntr.

AE,\?
—7) + 5%, + 537 (2.3)

2
Otor. = ( Ey

(AEing |’ S — cos(6,) 2 [ PBsin(6,)
‘( ) +((1—ﬁ2)(1—ﬂ008(0y))) (A8) +(1—/3cos<ey>

2
2
£ ) (AB,) (2.4)

The contributions of each term from Eq. 2.4 are plotted in Fig. 2.2 where values of § = 0.365,
ApB = 0.0053, A6 = 0.02 rad were used together with GRETINA’s intrinsic energy resolution of
2.4 keV at 1332 keV [37, 38]. For in-beam gamma rays, although there is very good overall balance
among the three contributions over the entire angular range, it can be stated that forward-angle

detectors tend to have the best energy resolution.
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Figure 2.2: Figure displaying the different contributions to the in-beam gamma-ray resolution as
described by Eq. 2.4. The intrinsic resolution (0int.) 1S given by the blue line and the orange line
represents contributions due to the uncertainty in the ion’s velocity (65). The green line denotes the
uncertainty contributions stemming from the uncertainty in the emission angle (6¢), with the sum
of all terms given by the red line (Jy ). For the present figure, values of 8 = 0.365, AS = 0.0053,
A6 = 0.02 rad were used together with GRETINA’s intrinsic energy resolution of 2.4 keV at
1332 keV [37, 38].

2.2 Inelastic Scattering

One approach in quantitatively investigating nuclear structure is through nuclear reactions that
selectively probe specific degrees of freedom. For example, the single-particle characteristics may
be investigated through direct reactions that involve the addition or removal of one or a few nucleons.
Relevant for this dissertation, inelastic scattering has long been employed to study collective modes,
which involve the coherent motion of many protons and neutrons. These collective modes are either
vibrational (Sect. 1.3.3) or rotational (Sect. 1.3.2) in character, and dominate inelastic spectra.
Furthermore, inelastic scattering may be considered as an absorption process due to removing

particles flux from the elastic channel and takes the form of [64, 65]
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a+A—d+A" (2.5

where the incoming projectile is denoted by a, the inelastically scattered projectile by a’, and the
target by A. This process preserves the identities of both the projectile and target nuclei, while a
fraction of the system’s kinetic energy is transferred to excite the target nucleus. It is also possible
for the projectile, rather than the target, to become excited (or for both to be excited simultaneously).

A simple illustration of projectile excitation is shown in Fig. 2.3.

~
7

Figure 2.3: Schematic illustration of a projectile a undergoing inelastic scattering from a target
nucleus A. Part of the system’s kinetic energy is transferred to the projectile, leaving it in an excited
state a*. After a characteristic time governed by the lifetime 7 of the excited state, the projectile
de-excites, emitting radiation as it continues along its trajectory.

Inelastic scattering involves both Coulomb and nuclear contributions, depending on the pro-
jectile energy and the atomic numbers of the projectile and target. These contributions cannot
be experimentally separated, as the scattered waves can constructively or destructively interfere
with each other. If the nuclear contributions are not negligible, the differential cross section is

proportional to the square of the sum of corresponding scattering amplitudes,

d
d—g o< | £o(0) + fu (0) (2.6)

where fc(60) and fy(6) are the Coulomb and nuclear scattering amplitudes, respectively.
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In this thesis, the neutron-rich 3%3!Na isotopes were inelastically scattered off low-Z (°Be) and
high-Z ('3!Ta) targets using inverse kinematics, where the incoming ion constitutes the object of
study and the target functions as the probe [60]. With respect to Eq. 2.5, in inverse kinematics,
the nucleus of interest is denoted by A and the probe by a. With these definitions, the inelastic
scattering process can be qualitatively represented by A + a — A* + a’, with A and A* depicting

the incoming and outgoing ion.

2.3 Coulomb-Excitation Measurements

This chapter focuses on the techniques of Coulomb excitation applied in Refs. [54-56, 66] at
safe and intermediate energies. For completeness, this section will briefly outline the Coulomb
excitation process at safe and intermediate energies, an essential reaction mechanism for extracting
reduced transition probabilities from cross sections measured with rare-isotope beams.

Coulomb excitation is a well-established technique in the field of experimental nuclear physics,
having been used to investigate collective modes of excitations of a plethora of nuclei. This
form of excitation falls under the category of inelastic scattering, a process in which either the
projectile or target is excited by means of a mutually generated time-dependent electromagnetic
field. This experimental technique is well-understood, making it an indispensable means in which
exotic nuclear structure may be probed. At the advent of this method, stable heavy-ion beams were
employed to electromagnetically excite stable-target nuclei [67]. With the development of rare-
isotope beam facilities, Coulomb excitation was extended to the projectile itself, thereby enabling
studies of short-lived exotic nuclei [68]. The projectile nuclei, having been excited via the Coulomb
field of the large-Z target nucleus, are then detected in coincidence with de-excitation gamma rays.

Coulomb excitation may be described as the exchange of virtual photons amongst the projectile
and target nuclei, populating states via electromagnetic matrix elements. This entails the absorption
of photons virtually created by the electromagnetic field between the projectile-target system.
Additionally, from the rest frame of an ion moving relativistically in the laboratory frame, the

electromagnetic field of the large-Z target nucleus would be denser in the transverse direction of its
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motion. Of course, not all inelastic scattering is peripheral, in which its classification is subjected
to the incoming beam energy. These regimes are generally categorized by the energy required to

surmount Coulomb barrier,

Z,7,
1.2(4,% + A7)

where Z,,Z; and A,, A; are the atomic numbers and mass number of the projectile and target,

Eg ~ 1.44 MeV 2.7)

respectively. Upon surpassing this energy requirement, the inelastic scattering process gains
additional contributions from the short-range nuclear force. This leads to what is known as
Coulomb-nuclear interference, a phenomenon linked to the wave-like nature of the relativistic
moving projectile. This interference may be constructive or destructive, which often times manifest
in oscillatory patterns in differential cross-section distributions. The sections below will briefly
outline the two regimes of inelastic reactions: safe Coulomb excitation and intermediate-energy

Coulomb excitation.

2.3.1 Safe Coulomb Excitation

At collision energies below the Coulomb barrier (Eq. 2.7), the only interaction affecting the
projectile nucleus is the electromagnetic field generated by the target. The nomenclature dictates
this energy to be a safe energy, where contributions from the short-range nuclear interaction have
a negligible influence on the excitation process [68, 69]. In keeping the projectile’s bombarding
energy below the Coulomb barrier of the target, this ensures the impact parameter b (Eq. 2.8)
between the projectile and target nucleus remains large [59]. The scattering angle, and equivalently

the impact parameter, are related by [59]

b= %cot(HCM/2) (2.8)

where a is the half distance of closest approach in a head-on collision,
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Z,Z.e?
 uc?p?

with u = (A,A;/(A; + A,)) being the reduced mass of the projectile-target system, along with the

a (2.9)

proton numbers of the projectile and target, Z,, and Z, respectively. The velocity of the incoming
ion in units of the speed of light ¢ is given by 8 = vion/c, and the Lorentz factor by y = 1/~4/1 — 2.
The minimum impact parameter b, to enforce a pure Coulomb excitation is typically given by

the conservative criteria of [70]

bmin = 1.25(A)° + A +5) fm (2.10)

In order to suppress nuclear contributions to the excitation cross-section, forward angles must be
selected to restrict the analysis to only peripheral collisions stemming from Coulomb excitation.
Low-energy Coulomb excitation selectively populates low-lying states that are collective in nature,
where experimental cross-sections deduced in the spectral analysis are direct probes of the E2
matrix element [70]. However, other multipolarities, such as the M1 transition, remain dominant
over the E2 in regard to the decay process of the excited state due to its comparatively shorter
de-excitation time.

While Coulomb excitation may be completely described quantum mechanically, the semi-
classical approach introduced by Alder and Winther [71] is conventionally utilized to circumvent
the long-range attribute of the Coulomb force [69]. In this framework, the relative motion between
the projectile and target are described by the classical Rutherford trajectory, which is schematically
illustrated in Fig. 2.4. It also assumes no overlap of the charge distributions of either projectile or
target, guaranteeing the excitation is originating purely from the electromagnetic field. This allows
for the reduced transition probability B(nA, J; — J) of the projectile nucleus to be calculated from
an angle-integrated cross section. This formalism can be briefly introduced, where the differential

cross section to excite the projectile from initial state i to excited state f is give by [71, 72]
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dQ i—f dQ Ruth.

where

do a? 1
— = | — 2.12
(dﬂ)m 4 (sin4(9/2>) 12

is the Rutherford differential cross section [73].

Projectile

Figure 2.4: Schematic illustration of a projectile following a Rutherford trajectory as it approaches
the target nucleus. The projectile, with velocity v and impact parameter b, undergoes inelastic
scattering from the target. During the interaction, collective states in the projectile are excited by
the time-dependent Coulomb field generated between the two nuclei. The subsequent emission of
a gamma ray from the projectile provides an experimental probe of its internal nuclear structure.

One can then evaluate the Coulomb excitation probability perturbatively up to first order via

Pig =lainsl? (2.13)

1 [~ . -
aisf == eIt (fIVe(F(1)liy dt (2.14)
inJo
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in which wy; = (E¢—E;) /A is internal transition frequency of the nucleus, with E s and E; being the
energies of the final and initial states, respectively. Worth mention, the electric field dominates over
its magnetic counterpart induced by the moving charged particle as it is reduced by a factor of 52
comparatively [72]. The cross section stemming from Coulomb excitations, having a multipolarity

value of 4, can be related to the reduced matrix element B(EA) as (non-relativistically) [72],

Z,Z.e?
HViVF

Zpe)2

—21+2
- ) B(EQ) fea(,§) (2.15)
Vi

OFEx = (

with v; and v being the incoming and outgoing velocities of the projectile, respectively, u the
reduced mass, and fz,(&) a function that is indicative of the interaction strength. Importantly, the
adiabatic parameter ¢ informs us of whether the excitation may occur or not. This parameter is

defined as [71, 72]

Teoll

£= (2.16)
Thuc.
b
Teoll = (2.17)
YVion
/]
Thuc = ﬁ (2.18)

where 7., in the case of projectile excitation, denotes the amount of time the projectile interacted
with the electromagnetic field of the target [74]. The parameter 7y, is the characteristic time scale
of the nuclear transition corresponding to AE = E; — E;. In order for the excitation to occur,
the perturbation of the electromagnetic field must occur rapidly, that is, 7., must be shorter (or
roughly on the same order of magnitude) as 7,,... The impulse from the electric field induces
excitations in the nucleus, which are typically collective in nature, such as rotational or vibrational
modes. Conversely, if the collision time (Eq. 2.17) greatly exceeds the characteristic nuclear time
scale (Eq. 2.18) and the electromagnetic interaction is strong (e.g., for heavy collision partners),

multi-step excitations may occur, necessitating a more detailed treatment.
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2.3.2 Intermediate-Energy Coulomb Excitation

The technique of intermediate-energy Coulomb excitation utilizes the higher-beam energies to
surmount the issue of the low-beam intensity for exotic nuclei. This is done by utilizing thick
stable high-Z secondary targets with densities typically a few hundred mg/cm?, which increases
the experimental yield while relatively not altering the trajectory of the ion [59]. In this energy
regime, the possibility of multi-step excitations are greatly suppressed, simplifying the analysis of
the resulting gamma-ray spectra [68]. Experimentally, the incoming projectile undergoes inelastic
scattering which leaves the traveling ion in an excited state. Under these experimental circumstances,
the excitation has the possibility of having Coulomb or nuclear origins. Thus, the experimenter
would have to perform particle spectroscopy to identify the inelastically scattered ion, along
with determining the scattering angles, followed by utilizing the in-beam gamma-ray technique
to quantify the amount of emitted gamma rays. Similar to pure Coulomb excitation, inelastic
scattering due to the nuclear interaction shows a pronounced selectivity for collective excited states.
Given that contributions from the short-range nuclear force necessitate the nuclei coming close in
proximity to each other, it can be qualitatively said that excitations stemming from nuclear inelastic
scattering must be a surface phenomenon [64]. In contrast, excitations from Coulomb inelastic
scattering involve the coherent motion of the nucleons throughout the nuclear volume by virtue of
the infinite range of the Coulomb force [64]. At intermediate energies, one can focus on scattered
ions in the forward direction (small scattering angles) to maximize the amount of events associated
with Coulomb excitation. For example, recent measurements by Gade et al. (c.f [68, 75]), utilize a
reduced radius parameter of ry = 1.2 fm rather than ro = 1.25 fm, and set the additional distance
to be 2 fm rather than 5 fm in Eq. 2.10 to further restrict the selection of events to Coulomb
excitations.

At intermediate energies that are above the Coulomb barrier (Eq. 2.7), the likelihood for the
charge distributions of the associated projectile-target system to overlap increases. As a result of
this, the short-range nuclear interaction begins to play a role that can’t be ignored, as Coulomb-

nuclear interference begins to appear. With energies below the Coulomb barrier, the trajectories
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could be treated semi-classically in which the relative motion is described by Rutherford trajectories.
However, when the energy of the incoming beam is a few hundred MeV/u (on par with the Coulomb
barrier), the scattering problem must be treated relativistically, which is underscored by Winther
and Alder [71]. The distortion to the Rutherford trajectory of a relativistically moving particle due

to the Coulomb force involves rescaling the impact parameter [68, 71],

b—b+l (2.19)
2y

which corrects the interaction time 7o, (Eq. 2.17) and the adiabaticity parameter (Eq. 2.16).

Further details of this correction are found in Refs. [68, 71].

2.4 Heavy-Ion Inelastic Scattering

This dissertation employs the recently developed heavy-ion inelastic-scattering technique [76] at
intermediate energies, where the resulting cross sections contain contributions from both Coulomb
and nuclear interactions. To this end, cross sections were measured on both low-Z and high-Z
targets, with the former providing a constraint on the nuclear contribution to reactions on the latter,
under the assumption that the same nuclear process occurs in both cases. With such approach, and
the use of coupled-channel calculations, the contributions from nuclear and Coulomb excitation
processes were decomposed.

When the projectile’s bombarding energy is above the Coulomb barrier, as it is with the work
presented here, the nuclear contribution to the excitation mechanism ought to be properly accounted
for. This is of particular importance for projectiles with small atomic numbers, where nuclear
excitations play a comparatively larger role in the excitation process [77]. To properly estimate the
nuclear contribution in the present study, a low-Z target ("Be) was used simultaneously alongside
a high-Z target ("®/Ta), which allowed for the nuclear component to be constrained in reactions
occurring on the latter. Explicitly, the collective model assumption is taken here, in which identical
nuclear deformation lengths are assumed for different targets, expressed as 54 (°Be) = 64 ('8! Ta).

Fig. 2.5 illustrates results of coupled-channel calculations used to evaluate the relative impor-

35



3lNa + Z

150
100F —— Coulomb
—— Nuclear
50_—— Coulomb + Nuclear
a
g —
o 1op
N _
Vi
N
@)
1r
| . P | . . . | . P
5 10 50 100
Z (target)

Figure 2.5: Graph showcasing the relative importance between the Coulomb and nuclear contri-
butions to the E2 excitation cross-section for the >'Na + Z system. The curves were calculated
with FRESCO [78-80] where *'Na had an incoming beam energy of ~102 MeV/u, and repre-
sentative values of 18 efm? and 64 = 1.2 fm for the E2 matrix element and nuclear deformation
length, respectively. The y axis corresponds to the angle-integrated cross section for events with
laboratory-frame scattering angle up to 3° (Hi“f;ﬁt' < 3°). The angle-integrated cross section was
determined from a monte carlo simulation incorporating the incoming beam’s angular spread and
beam spot size. The x axis corresponds to the proton number Z of the target material. The optical
potential derived from the elastic scattering of 'O + 28Pb [81] was utilized to produce the curves.

tance of each component, in addition to the coherent sum, for the 3'Na + Z system where >'Na
was kept at an incoming beam energy of ~102 MeV/u. For the nuclear and Coulomb components,
FRESCO [78-80] was employed to calculate the curves utilizing the optical potential derived from
the elastic scattering of 170 + 298pp [81]. To understand the behavior of each contribution with
respect to 33! Na, representative values of 18 efm? and 64 = 1.2 fm were adopted for the E2 matrix
element and nuclear deformation length, respectively. The y axis represents the angle-integrated
cross-section for events with laboratory-frame scattering angles up to 3° (Hica*gt' < 3°), as determined

from a monte carlo simulation that accounts for the incoming beam’s angular spread and spot size.

Details of this simulation will be discussed later in Chapter 4. The x axis represents the proton
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number Z of the target material.

From Fig. 2.5, it can safely be stated that the nuclear contribution dominates over the Coulomb
component at a low Zger value, as is the case for the ?}Na + zBe inelastic scattering process.
With rising Ziger, the Coulomb component rapidly grows, while the nuclear component exhibits
a slight increase. This slight increase in the nuclear component is attributed to the approximate
A3 — A%/3 dependence of nuclear excitations, and partly due to the selection criterion Qicaagt' <3°
imposed on the scattered ions, which reduced contributions from the nuclear component [82].
For values of Zigeer ~ 30, the nuclear and Coulomb have an equivalent role in the excitation
process. As the proton number further increases, particularly for Zigee > 50 as in the case for
the 7]Na + J3!Ta, the Coulomb contribution clearly dominates. This clear dominance at larger Z
is again due to the selection criteria of Hlsfaab“' < 3°, which shows a preference for Coulomb-based
excitations. Nevertheless, the nuclear component still remains non-negligible and must be evaluated
to accurately describe the reaction mechanism. The significance of these nuclear contributions is
further highlighted by Refs. [77, 83, 84], which demonstrate that the experimentally measured
angular distributions could only be reliably reproduced when both Coulomb and nuclear interactions
were included. These studies highlight the importance of accounting for both Coulomb and nuclear
contributions in intermediate-energy heavy-ion scattering, particularly when extracting excitation
cross sections and determining electromagnetic transition probabilities, as performed in the present

work.
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CHAPTER 3

EXPERIMENTAL DEVICES AND TOOLS

The work discussed within this dissertation is the result of an experiment performed at the National
Superconducting Cyclotron Laboratory (NSCL) in 2019. In the present work, features of collective
phenomena in the neutron-rich nuclei >**!'Na were investigated by an intermediate-energy heavy-
ion inelastic scattering measurement. In particular, the inquiry was aimed at answering whether
the ground-state deformation found in 30Na (N = 19) and 3'Na (N = 20) [54-56, 66] was robust
enough to persist into the low-lying excited states. To answer this question, excitation cross sections
were determined from the observed (47) — (3%), (47) — 2, and (3") — 25 transitions in
the 3'Na y-ray spectrum, and (7/2%) — (5/2%), (5/2%) — 3 /2;5. transitions in the 3!Na y-ray
spectrum. From the excitation cross-sections, reduced electric quadrupole transition strengths,
B(E2 7T), were deduced. However, at intermediate energies, the relative importance between
nuclear and Coulomb contributions to the excitation cross-section varies with multipolarity [21].
As a result, measurements were taken on both high-Z ("81Ta) and low-Z (°Be) target materials,
allowing for the confirmation of the E2 (I = 2) excitation and the estimation of non-negligible
nuclear excitation contributions at intermediate energies. For the purpose of deducing a B(E2 T),
the low-Z target material was utilized to determine the amount of nuclear contributions to the
excitation cross-section. The high-Z target material was used to determine the amount of Coulomb
contributions to the excitation cross-section, assuming a similar amount of nuclear contributions
between the low-Z and high-Z target materials.

The success of this experiment necessitated a myriad of devices to work in tandem, in which
the relevant devices will be described in this chapter. We will first describe the production of “4Ca
by the Superconducting Source for Ions (SuSI) [85], which is then accelerated up to 140 MeV/u by
the K500 and K1200 cyclotrons [86-88] before impinging on a ?Be production target. We will then
move downstream and describe devices such as the A1900 fragment separator [89] and elaborate

on the use of magnetic rigidities to separate and select our secondary beam of 3*3!Na. Following
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our secondary beam into the S3 vault, a description of the TRIPLEX device [90] will be given
alongside its use in simultaneously holding our °Be and '8! Ta target materials to populate excited
states in our secondary beam. The released gamma-rays are then detected by GRETINA [37, 38] in
which our recoil nuclei enter the S800 Spectrograph [91] for particle identification. The joint use
of GRETINA and the S800 allows for coincidence windows to be established between observed

gamma rays and detected recoil nuclei.

3.1 Ion Source

The first step in producing our secondary beam of exotic nuclei is to utilize the Superconducting
Source for Ions (SuSI) [85] to generate an ionized primary beam of 48Ca. SuSI, shown in Fig. 3.1,
is an electron cyclotron resonance (ECR) [93] ion source capable of operating at 14.5 or 18 GHz. It
uses magnetic confinement and cyclotron heating through the use of resonances to produce a plasma
comprised of energetic free electrons and ions. This entails injecting a **Ca gas into the 100-mm
diameter plasma chamber of SuSI along with free electrons. The **Ca atoms and free electrons are
then confined in the plasma chamber by an external magnetic field generated by superconducting

magnets. The atoms and the free electrons oscillate at the cyclotron frequency (w.) given by

we = LB 3.1)
m

where |§ | is the magnitude of the applied transverse magnetic field, and g and m are the charge
and mass of the particle, respectively. Due to the charge-to-mass ratio dependence in the cyclotron
frequency, the applied magnetic field induces different cyclotron frequencies for the atoms and
electrons. Exploiting this feature, a resonance frequency (RF) is applied to match the electron
cyclotron frequency (wrr = wc.-), thereby accelerating the free electrons in the chamber while
minimally heating the atoms. This in turn generates a plasma made up of energetic free electrons
and relatively cold atoms. The **Ca atoms in the plasma are then positively ionized through the
sequential impact of electrons which generates additional free electrons in the process, increasing

the probability of ionization through electron impact. The formed *®Ca ions, existing in various
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charge states, are guided into the K500 cyclotron through the use of electric fields.

Figure 3.1: Sectional picture of the Superconduction Source for Ions (SuSI). The image is from
Ref. [94].

3.2 The Coupled Cyclotron Facility

The Coupled Cyclotron Facility (CCF) consisted of a pair superconducting cyclotrons, the K500
and K1200, working in stages to accelerate and further strip the partially ionized beam from SuSI,
as seen in the layout presented Fig. 3.2. The suffix of 500 and 1200 in the name of the cyclotrons
represents the maximum kinetic energy (in MeV) that the cyclotron can accelerate a single proton to.
To first describe the principle of operation for each cyclotron in the two-stage process, a magnetic
field was applied transverse to the velocity of the particle. The motion of a charged particle in a

magnetic field B with velocity v is governed by the Lorentz force, given by
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FP=g¢vx B (3.2)

By setting |ﬁ B| equal to the centripetal force, FC, one can show

Bp=— (3.3)

where p is the ion’s radius of curvature, and m and ¢ are the mass and charge of the particle. This

results in a circular motion when ¥ and B are held constant, and the charge does not change.

300 feet

F
r

TOF Stop

- S800

spectrograph
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Figure 3.2: Schematic view of a portion of the NSCL, highlighting the K500 and K1200 cyclotrons
(red), the A1900 fragment separator (orange), the beam switchyard (green), and the analysis line
leading to the S800 Spectrograph (blue). The inset at the top left displays an overhead schematic
of the NSCL, with blue lines connecting components from the expanded beamline view to their
respective experimental vaults. The image is adapted from Ref. [92].

The quantity Bp is often referred to as the magnetic rigidity and is measured in Tesla-meters.
In order to extract the charged ions from either the K500 or K1200 cyclotrons, a potential is applied

between a dee and hill copper electrode, leading to a strong electric field in the gap between the
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dee and hill, as seen in Fig. 3.3. The polarities that are applied to the dees and hills to produce the
electric field in the gap alternate at a frequency that are governed by the cyclotron frequency w. of
the particular ion of interest. The electric field accelerates the ions, producing an outward spiral
trajectory that eventually reaches the extraction point of the cyclotron once the ion has reached its

desired energy.

Injection

Extraction

Hill

K500 Cyclotron

Figure 3.3: A schematic of the K500 cyclotron. The dees are shown in red, the hills in blue. An
accelerating voltage is applied between the dee and the hill, so each time the ionized beam crosses
the gap it is accelerated. This image was generated by modifying Fig. 1 of Ref. [89].

To describe the two-stage process itself, this entails first accelerating the ionized beam from
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SuSI in the K500 cyclotron to ~10% of the speed of light. Once the beam has reached its maximum
velocity inside the first cyclotron, the partially ionized beam is ejected and transferred to the K1200
cyclotron. Upon entering the K1200 cyclotron, the primary beam is further stripped to its maximum
positive charge state by a stripping foil placed in the trajectory of the ion. The use of the stripper foil
enhances the K1200’s ability to accelerate and bend the ion, increasing the quality of the primary
beam. Once the ions have reached their extraction point, they are delivered to the production target.
For this experiment, the coupled cyclotrons delivered a primary beam of 3Ca*?% at 140 MeV/u to

a “Be production target.
3.3 Fragment Production and Separation

20 at 140 MeV/u was produced, it was directed to a “Be production

Once the primary beam of “*Ca
target, where it fragmented to produce variety of reaction products. The material of *Be is employed
due to its high number density, increasing the probability of a reaction to occur, its handling
properties in atmosphere, and minimal effects from Coulomb interactions due to a low-Z number.
The fragmentation process predominantly yields nuclei with fewer protons or neutrons, leaving out
individual neutrons and protons evaporated during and after fragmentation. In order to select the
ions of interest to the experiment, the fragments were separated by the A1900 Fragment Separator

[89] through the use of magnetic rigidities and charge. Once the ions of interest were selected, they

were transferred to their respective experimental vault.

3.3.1 A1900 Fragment Separator

This section will discuss the operational principles used to guide the secondary beam in the A1900
Fragment Separator [89], shown by the shaded blue region in Fig. 3.4. The A1900 Fragment Sepa-
rator is composed of four 45" superconducting dipole magnets and 24 superconducting quadrupole
magnets. The path of the secondary beam is outlined by the red line in Fig. 3.4, where the journey of
our ions began at the ion sources described in Section 3.1. The fragmentation of the *8Ca*?° primary

beam on the ?Be production target can be intuitively described by the macroscopic abrasion-ablation
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model [95]. This model partitions the production of fragments in two steps: a shearing-off of nu-
cleons from the beam due to peripheral interactions with the target nucleus, followed by an ablation
stage where energy gained from the interaction is released through the evaporation of particles.
Due to the kinematics of the fragmentation, the resultant products all tend to have minimal energy

loss, narrow momentum distributions, and small angular distributions (i.e. forward focused).
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oil \"‘ it magnets
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Figure 3.4: A schematic of the NSCL facility, showing the coupled K500 and K1200 cyclotrons and
the A1900 fragment separator in the shaded blue region. This image was generated by modifying
Fig. 1 of Ref. [89].

Upon entering the first dipole magnet, the secondary beam encounters a magnetic field that
bends the trajectory of the ions by 45° based on their magnetic rigidity, Bp, dispersing the ions
through the dipole magnet. However, as mentioned previously, the secondary beam constituents

all contain similar velocities which reduced the magnetic rigidity of an ion to

A
Bp o« — 3.4
0 i) (3.4)

where p is the bending radius of an ion in a constant magnetic field B, with A and Q being the
mass and the charge, respectively. By controlling the current running through the dipole magnet,
the magnetic field can be tuned to allow ions with a certain mass-to-charge ratio (A/Q) to follow a

central trajectory through the A1900 and sweep out ions that are not of interest. Once the ions have
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passed through the first dipole magnet, sets of quadrupole magnets refocus the beam and transfer it
to a secondary dipole magnet. Reaching the second set of dipole magnets, the beam is again bent
at 45° and further spatially separated by means of A/Q.

Unambiguous ion identification cannot solely rely on the mass-to-charge ratio, as different ions
may share the same value, leading to a degeneracy. To circumvent this problem, an aluminum
wedge-shaped degrader is placed after the second dipole magnet but before the third dipole magnet,
as seen in Fig. 3.4. The use of the wedge degrader exploits the different identities of the ion as the

energy loss of the ion is given by the Bethe-Bloch formula [96, 97] which can be distilled to

dE 72
T x2 (3.5)
dx v%)

where Z, is the atomic number and v, is the velocity of the projectile. The passing of the ions
through the wedge produces variable momenta in the constituents of the secondary beam, ridding
any degeneracy there may have been in a particular A/Q value. Having been further spatially
separated through the use of the wedge, the separation of the ions through the remaining quadrupole
and dipole magnets now depends on a mass-to-charge ratio that is approximately proportional to
A%3 /01 [98]. After passing through the last set of quadrupole magnets after the fourth (and final)
dipole magnet of the A1900, the secondary beam passed through a plastic scintillator located at
what is known as the XFP location of the beam line. This plastic scintillator is used to perform
Time-of-Flight (TOF) measurements in conjunction with other scintillators located along the beam
line. The secondary beam is then sent to a transfer hall where it continues on its journey to its

assigned experimental vault, that being the S3 vault for this experiment.

3.4 S800 Spectrograph

The S800 spectrograph [91] is a device at the Facility for Rare Isotope Beams (FRIB) that employs
superconducting magnets and various detectors to enable particle identification for experiments.
The spectrograph consists of multiple detector stations, divided into two sections: the analysis

line and the spectrograph itself, as seen in Fig. 3.5. The analysis line consists of the object,
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intermediate image, and target station while the spectrograph consists of two large dipole magnets
and the focal plane station. The object station contains a plastic scintillator for Time-of-Flight
(TOF) measurements, the intermediate-image station is equipped with two tracking Parallel Plate
Avalanche Counters (TPPACs) along with a retractable viewer camera, and the detection system
at the target station varies by experiment. The spectrograph section consists of two large dipole
magnets below the focal plane station which is comprised of two cathode readout drift chambers
(CRDCs), a timing scintillator, and an ionization chamber that measures an ion’s energy loss.
Through the use of data collected at the focal plane and inverse transfer maps [99], the S800
spectrograph is able to reconstruct an ion’s trajectory on an event-by-event basis giving us position
and momentum information at the target station.

In this section, the particle identification process through the usage of the various different
detectors in the S800 spectrograph will be discussed, followed by an overview of the working

principles of the detectors used.

Focal plane
station
(D2682)
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Target
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Figure 3.5: The S800 Spectrograph. As the beam is injected to the analysis line, it passes through
the object station, intermediate image station, and target station. The target station has additional
target material to invoke the reaction of interest, with also having an auxiliary detector coupled
with the S800. The two giant dipole magnets guide the recoil nuclei produced at the target station
up to the focal plane station. The figure was adapted from Ref. [100].

46



3.4.1 Magnets and Mode of Operation

The S800 spectrograph is composed of a series of superconducting magnets throughout the analysis
line and the spectrograph portion. The principle of operation for the magnets found in the S800
spectrograph are the working principles outlined for the A1900 in Sect. 3.3.1. The trajectory of
the ion in the magnets depends on the magnetic rigidity, Bp, the ion had when it was transferred
from the A1900 fragment separator to the S800 spectrograph. There are two different modes of
operation in the S800: dispersion-matching mode and focus mode. For this experiment, the latter
was utilized and therefore our discussion will center around the focus mode of operation. This
mode operated the analysis line achromatically and delivered the secondary beam with a small
spatial focus (i.e. small beam spot) at the target station with an overall ~5% momentum acceptance
(dp/p = £2.5%) throughout the spectrograph. As the ions leave the target station and enter
the spectrograph portion, the two giant dipole magnets separate the ions based on their magnetic
rigidity, producing a relationship between the position of the ion and it’s momentum. Additionally,
the energy resolution in this mode of operation was limited to roughly 1 partin 1000 (dE/E = 1073)

and a maximum angular dispersion of 50 mrad is reached a the intermediate image plane.

3.4.2 Timing Scintillators

Within the S800 spectrograph, there are several plastic scintillators along the path of the secondary
beam that are used for Time-of-Flight (TOF) measurements. The two primary scintillators used
for TOF measurements in the S800 are positioned in the Object station and Focal plane station,
where the positions of each station is given in Fig. 3.5. As the ionizing radiation (i.e., the ions in
the secondary beam) enters the scintillator, it excites the atoms within the material. This excitation
consists of providing enough energy to the atomic electrons such that they are promoted from
their ground state orbitals to higher-lying orbitals. The excited electrons then release the gained
energy by emitting photons which are guided to photomultiplier tubes positioned at each end of
the scintillator [101]. The photomultiplier tubes then convert the photons to electrons, which are

then amplified to produce a signal to be readout by the electronics. The signal that is produced
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is then used for TOF measurements, where the relationship between an ion’s mass-to-charge ratio

and TOF can be determined by setting the Lorentz force (Eq. 3.2) to the centripetal force FC,

Bp="" (3.6)
q
substituting v = d/t for the velocity,
d
TOF=:="% (3.7)
q Bp
TOF o (3.8)
q

where m is the mass of the ion, ¢ is the charge of the ion (not necessarily equal to Z due to
the possibility of different charge states), and the ratio d/Bp is roughly constant. The TOF
measurements that were used in this analysis consist of taking timing differences between the
scintillators at the Object station (known as OBJ) and the S800 Focal Plane station (known as E1),
and between the scintillators at the A1900 Focal Plane (known as XFP) and the E1. The TOF
measurements are then used to identify the ions at the S800 Focal Plane. Additionally, the E1
serves as a trigger that forms coincidence windows between the S800 and auxiliary detectors (i.e.

GRETINA for this experiment)

3.4.2.1 Timing Corrections

To make the unambiguous identification of ions when performing the particle identification, the
TOF measurement must be corrected for any dependencies it may have on the momentum (i.e.
their position) and the angular distribution of the ion. The TOF of an ion as it traverses the various
different magnets should roughly be proportional to the mass-to-charge ratio, as outlined in Eq. 3.8.
However, each ion in the secondary beam has a momentum and angular distribution that affects
the TOF measurement. For example, two ions of the same kind (same A/q ratio) travel through a
constant magnetic field B (which is orthogonal to their path) with different velocities (i.e. different

magnitudes of momentum) with ion 1 having velocity v; and ion 2 having velocity v, such that
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v1 > vo. This would result in ion 1 having a smaller TOF due to a larger Bp. A similar argument
can be made for the relationship between TOF measurement and angular distribution of the ion.
The effects of each ion having an angular and momentum distribution can be seen in Figs. 3.6a and

3.7a, respectively. The corrections that are applied take the form of

TOFcorr = TOFuncorr + () X afp + Cy X Xfp (39)

where TOF,,,, is the corrected time-of-flight measurement, TOF,;,.,,, is the uncorrected time-of-
flight measurement, and C and C, are the correction factors applied to rid the TOF measurement
of its dependence on position (x ;) and angle (a r,) in the dispersive plane (see Sect. 3.4.4 for more
information on xz, and ay,). To verify this, the lines in Figs. 3.6a and 3.7a become vertical once
the proper corrections have been made, as seen in Figs. 3.6b and 3.7b, indicating that no matter
what angle or position the ion may have, the TOF is constant for a particular ion species. The

values of C; = 1.66 and C; = 0.22 were used in this analysis.
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Figure 3.6: Uncorrected (a) and corrected (b) histograms are shown for dispersive angle in the focal
plane (y axis) vs the time-of-flight (TOF) measurement difference between the S800 Object and E1
scintillators (x axis). The corrected histogram show that the TOF and angle are independent of one
another, compared to the uncorrected histogram showing a correlation between angle and TOF.
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Figure 3.7: Uncorrected (a) and corrected (b) histograms are shown for dispersive position in
the focal plane (y axis) vs the time-of-flight (TOF) measurement difference between the S800
Object and E1 scintillators (x axis). The corrected histogram show that the TOF and position are
independent of one another, compared to the uncorrected histogram showing a correlation between
position and TOF.
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3.4.3 Ion Chamber

As shown in Fig. 3.8, the ion chamber in the S800 focal plane is located downstream of the two
CRDCs and serves to distinguish between different recoil nuclei based on their atomic number Z.
This is accomplished by measuring the energy loss of the ion through a gaseous medium composed
of 90% argone and 10% methane, where the energy loss of the ion can be characterized by the

Bethe-Bloch formula [96, 97],

dE 4me*Z?
= PNB(v)) (3.10)

_E B mov%,
where Z), is the atomic number of the projectile (i.e. ion), e is the electron charge, my is the electron
mass, v, is the velocity of the projectile, N is the number density of the absorption material,
and B(v,) is a function of the projectile’s velocity and the ionization properties of the absorbing
material. From this equation, one can see that the energy loss primarily depends on the atomic
number the projectile.

The S800 focal plane ion chamber consists of sixteen individual sections arranged parallel to
each other and perpendicular to the beam axis. Averaging across the sixteen chambers minimizes
statistical fluctuations that would occur if only a single chamber were used. To properly differentiate
between recoil nuclei using the energy loss information collected with the ion chamber, two

calibration procedures need to be performed:

1. Gain Matching: Assures that the energy-loss signals coming from each of the 16 ion chambers

are equally weighted.

2. Position Correction: Assures that the energy-loss in the ion chamber is not position dependent.

3.4.3.1 Calibration and Corrections

The gain matching step is performed to equally weigh the 16 voltage signals produced by each sub

ionization chamber. Each signal from the 16 different ionization chambers will be adjusted by slope
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Figure 3.8: Schematic of the S800 spectrograph focal plane showing detectors used in this work.
The figure was adapted from Ref. [101].

and offset parameters to reflect the gain of a selected reference signal. Three different reaction
products were utilized to perform this calibration, where the mean energy loss is determined for
each reaction product across the 16 different ionization chambers. An example of the fit energy
loss signal for reaction products for 3'Na from the fifth ion chamber can be seen in Fig. 3.9. Once
this has been done, the mean energy loss for each reaction product is adjusted via slope and offset
parameters to match the energy loss of a reference ionization chamber. For this analysis, the first
ionization chamber (i.e. 0) was utilized as the reference ion chamber signal.

The next step in the calibration process corrects for any dependencies the energy loss may have

on the ion’s position in the dispersive plane. This feature is in part due to the ion’s momentum
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Figure 3.9: Ton chamber energy loss signal for > Na from the fifth ion chamber fit with a Gaussian
to determine the mean energy loss.

spread produced in the dispersive plane (xs,) by dipole magnets of the S800. One can relate the
momentum of an ion to the position it has in the dispersive plane, and using Eq. 3.10, conclude that
the output of the ion chamber must be corrected to assure sensitivity only to the atomic number Z),
of the projectile. The first step is modeling the dependency the energy loss has on position. This
is accomplished by fitting the following equation on an event-by-event basis to the average energy

loss per x-bin,

dEyc = po - e Prp2=) (3.11)

where dEyc is the uncorrected energy loss, and pg,p1, and p, are fitted parameters. An example
of this can be seen in Fig. 3.10. Once a good fit is reached, the energy loss is de-trended with the

following equation

dEc = dEyc - ePV (P (3.12)

where dEc is the corrected energy loss (i.e. de-trended), dEyc is the uncorrected energy loss (i.e.
position dependent), and p; and p, being the aforementioned fit parameters to the exponential

model. An example of this can be seen in Figs. 3.11a and 3.11b.
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Figure 3.10: Fitted exponential model (red) to average energy loss per x-bin (blue) for 3'Na.

3.4.4 Cathode Readout Drift Chambers

To discuss how positional and angular information is determined for ions traversing through the
S800 focal plane, and how this is crucial for the Doppler-reconstruction of gamma rays, we focus
on the Cathode Readout Drift Chambers (CRDCs). Precise determination of the ion’s trajectory
at the reaction target location is critical for accurate Doppler correction of detected gamma-rays.
In the laboratory frame, the observed gamma-ray energy is a function of both the emission angle
relative to the velocity vector of the recoiling nucleus and the magnitude of the ion’s velocity.
As such, proper Doppler correction necessitates detailed knowledge of the gamma-ray interaction
position within the detector array (i.e. GRETINA), as well as an accurate reconstruction of the
recoil nucleus’s kinematic vector at the moment of gamma-ray emission.

Within the S800 focal plane, there are two CRDCs as is illustrated in Fig. 3.8. With the detector
closest to the ion chamber called CRDC2 and CRDC1 being 1 meter upstream from CRDC2,
together they are able to determine the position and angular spread of the ion in the focal plane. The
CRDC:s are filled with a gas mixture consisting of 80% CF,4 and 20% C4Hj¢ at a typical pressure

of 40 torr. As ionizing radiation traverses the volume of the detector, the freed electrons drift
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Figure 3.11: Uncorrected (a) and corrected (b) energy loss 2D histograms for 3'Na. The energy
loss is displayed along the y-axis and position along the dispersive plane is shown along the x-axis.

through the applied electric field towards an anode wire arranged along a series of 224 cathode
pads. The cathode pads accumulate a positive charge in response to the electrons on the anode
wire. The accumulated positive charge produces a distribution amongst the pads which is used to
determine the x position of the ion in the focal plane (x ;). The y position in the focal plane (y 7)) is

determined from the drift time of the electrons to the anode wire, which is measured relative to the
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timing signal of the E1 scintillator. With (x,y) coordinates determined on both CRDCs, the ion’s
kinematic vector can be constructed providing the dispersive angle ar, and non-dispersive bz,
with respect to the z-axis in the xz-plane and yz-plane, respectively. An illustration of a constructed

kinematic vector can be seen in Fig. 3.12.
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Figure 3.12: Illustration of an event crossing the Cathode Readout Drift Chambers (CRDCs). The
two interaction points (X1,Y1) and (X2,Y2) determine the ion trajectory in the focal plane. In this
image, the red line corresponds to the vector of an ion reconstructed from (X1,Y1) and (X2,Y2).
The integrated image charge is produced by the accumulation of electrons on the anode wire,
parallel to the 224 cathode pads. This figure is adapted from Ref. [102].

With the ion’s trajectory determined in the focal plane, we can reconstruct the trajectory of the
ion of interest at the target position. This is achieved by using the ion optics code COSY INFINITY
[99] to produce a transfer matrix § which maps the ion’s position at the target location to the position
at the focal plane. With this definition of the transfer map, the inverse map S~ transforms the focal

plane parameters (x¢,, Y rp, dfp, b sp) to parameters at the target position (drq, Yias Gta» bra). Note,
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the x 7, parameter is used to determine the kinetic energy of the ion (d;,) due to the dipole magnets

bending the ions in the x-direction.

3.4.4.1 Calibration and Corrections

We now discuss the pad calibration procedure applied to the CRDCs. To make sure that all of the
pads were weighted equally, the voltage gain and offset of each pad were be matched to one another.
Three different isotope species are used to perform this gain matching process. A reference pad
located at the center of the distribution is selected to serve as a reference pad. An example of a
CRDC before and after applying this calibration procedure is presented in Fig. 3.13a and Fig. 3.13b
for the 3!Na isotope. Additionally, a mask calibration procedure is done to properly relate the pad
position of the two CRDC:s to absolute positions. Two metal masks, each having holes with known
positions, are placed in front of the beam. This produces a pattern in the CRDCs which are linearly
calibrated. In addition to the calibrations, run-by-run corrections must be performed to account for

the pressure fluctuations within the two CRDCs. Two corrections are applied:

1. CRDC y-position correction that centers the beam distribution along the y axis to approxi-

mately to zero.

2. Corrections to the a;, and b;, distributions to center the angular distributions on zero.

The correction to the y-position must be performed first, followed by adjustments to the a,
and b;, distributions. As stated earlier, accurately reconstructing the ion’s trajectory at the target
location is essential to properly Doppler-correct in-beam gamma rays. Given that the drift time
of an electron is inversely proportional to the gas pressure, it is important to account for pressure
fluctuations and straggling during the experiment. With improved y-position information, the
inverse map S~! reconstructs more accurate target parameters, including a;, and b,,, both of which
are expected to centered about zero. While correcting for the fluctuations in the y position improves
the angular distributions, it does not guarantee that the a,, and b,, distributions are centered on

zero. These secondary corrections are essential for achieving optimal angular resolution, as the
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gamma-ray emission angle is reconstructed relative to the particle trajectory consisting of both

dispersive and non-dispersive angles.
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Figure 3.13: Before gain matching (a) and after gain matching (b) a single CRDC. The beam
distribution shown corresponds the 3'Na secondary beam. The x-axis corresponds to the 224 pads

in the CRDC. The gain matching illustrates the importance in assuring that all pads in a single
CRDC are weighted equally.

o

3.5 Gamma-Ray Energy Tracking In-Beam Nuclear Array (GRETINA)

Gamma rays emitted from recoiling nuclei in this experiment were detected using the Gamma-Ray

Energy Tracking In-Beam Nuclear Array (GRETINA) [38]. At the time, GRETINA was consid-
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ered a state-of-the-art detector for gamma-ray spectroscopy, owing to its capability to precisely
reconstruct the path of individual gamma rays within the detector volume. Its highly segmented
HPGe crystal design provided not only excellent energy resolution but also enhanced position sen-
sitivity. This capability provided a significant advantage for in-beam experiments, where precise
position information is essential for accurate Doppler reconstruction of gamma rays emitted from
fast-moving recoiling nuclei. In this work, GRETINA comprised eleven detector modules: four
positioned in the 58° ring and seven in the 90° ring. The following sections detail the mechanical
design of the GRETINA detector and provide an overview of the signal decomposition algorithm

employed.

3.5.1 GRETINA Design

The GRETINA detector frame consists of two solid Aluminum spheres, each providing ten detector
module slots. A total of 22 detector module slots are available for use, with the additional two
slots being formed once the hemispheres are connected to each other. The 17 solid angle coverage
provided by the current geometrical design of GRETINA is motivated by the full 47 coverage to
be provided by GRETA. Within each detector module of GRETINA sit four n-type HPGe crystals.
Each crystal has a hexagonal face pointed towards the center of GRETINA, known as the front face,
with two crystal geometries denoted by A and B as seen in Fig. 3.14b. A photograph of one half
of GRETINA, showing the front faces of the detector modules, is presented in Fig. 3.14a. Each
crystal comprises 36 electrically separated segments (Fig. 3.14c), with a bore through the center
serving as the central contact extending from the back face of the crystal to 15 mm from the front
face. The central contact serves to collect all of the energy deposited in all of the segments [37].
The segmentation of the HPGe crystals, along with the signal decomposition algorithm that will

be discussed in the next section, provide a position resolution of about 2 mm.
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Figure 3.14: The Gamma-Ray Energy Tracking In-Beam Nuclear Array (GRETINA) [38]. Panel
a) shows a photo of an open GRETINA from a prior experiment, illustrating the mounting of the
detector modules on one of the hemispheres. The front faces of the detector modules are visible
in this picture. The four n-type HPGe crystals within a detector module are shown in panel b)
[38], with the A-type and B-type tapered hexagonal shapes labeled. The 36-fold segmentation of
an individual crystal is shown in panel c¢) [38].

3.5.2 GRETINA Principle of Operation

In this section, we will briefly outline the principle of operation of GRETINA. When an incoming
gamma ray interacts with the crystal material in the active detector volume, a signal is produced.
This signal is a result of electron-hole pairs produced within the depletion region of the crystal, in
which the depletion region is proportional to the square root of the applied reverse bias (i.e. voltage)

V and inversely proportional to the square root of the number of impurities N in the crystal [96].
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The disassociated electrons drift towards the anode, whereas the positively-charged holes "drift"
towards the cathodes. Additionally, an image charge signal is generated in the neighboring segments
in which the interaction occurred. A single gamma ray may interact multiple times in a crystal
segment through means of Compton scattering, and if the gamma ray is energetic enough, it may
undergo pair production, before undergoing the photo-absorption process. Each interaction point
in a crystal segment produces a signal, where the signal shape is sensitive to the position of the
interaction point. The individual interaction signal is measured by the electrode on the segment,
whereas the signal measured by the central contact is a superposition of the various interaction point
signals. Both the interaction signal and image-charge signal serve to provide position information
of a single interaction point. The rise time of a segment signal, along with that of the central contact
signal, provide the radial coordinate of interaction point. The shape and amplitude of the induced
image-charge in neighboring segments provide the depth and polar angle of the interaction point.
As mentioned prior, a single gamma ray may interact several times within a single crystal
segment. The signal decomposition algorithm used by GRETINA analyzes digitized signals from
both the segmented electrodes and the central contact to reconstruct the position of each gamma-ray
interaction. This is achieved by comparing the measured waveforms to a library of precomputed
simulated signals, each representing the detector’s response to a gamma-ray interaction at a specific
location within the segment. By identifying the best match between the measured and simulated
waveforms, the algorithm determines the most likely interaction point. This process effectively
decomposes the observed signal into contributions from discrete, known positions within the

detector volume.

3.5.3 Calibration Procedures

In experiments that utilize a gamma-ray spectrometer, there are two main calibration procedures
performed for the detector: Energy Calibration and Efficiency Calibration. We will discuss these
two calibrations as they pertain to this experiment, beginning with the former. For this experiment,

the energy calibration procedure ensured that the digitized signals from the central contacts of
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GRETINA are properly associated with the true incident energy of the gamma ray. This typically
entails using a radioactive source with well-known energies to generate a linear relationship between

the detected peak in GRETINA to the correct energy.
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Figure 3.15: The efficiency of GRETINA measured in the laboratory frame placing a '>>Eu source
on the downstream face of the Be foil (a) and on the downstream face of the Ta foil (b). In both
curves the experimental data is in blue and the simulated data is in orange.

The efficiency calibration, shown in Figs. 3.15a and 3.15b, serves to properly account for the
probability of detecting a full-energy-peak for a gamma ray as a function of energy. The efficiency
of an in-beam gamma ray (efgp) was deduced by scaling the simulated in-beam efficiency (e%m'
at a particular gamma-ray energy by the efficiency ratio between experimental and simulated data
(¢, /€5™) in the laboratory frame. This was achieved by placing a '**Eu source on the upstream
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and downstream faces of the Be and Ta foils. Two efficiency calculations were performed to study
the detection efficiency of gamma rays produced from either the Be or Ta foil. The '>2Eu source was
separately placed on the downstream faces of the Be and Ta foils resulting in the curves presented
in Figs. 3.15a and 3.15b.

The efficiency curves obtained from the '>?Eu source were compared to a GEANT4 simulation
in Figs. 3.15a and 3.15b. The simulated curves overestimated the experimental curves and had to be

scaled down to agree with experimental data. The "+ /e¥™ ratios were found to be approximately

Lab’ “Lab
0.84 and 0.82 for the Be and Ta foils, respectively. It is also worth noting the efficiency measured
from the Be foil position is lower than that of the Ta foil position even at gamma-ray energies
above 1 MeV where effects due to gamma-ray attenuation are marginal. This can be explained by
the decrease in detection efficiency the further upstream the target foil is moved. The Ta foil is
approximately 130 mm upstream of the center of GRETINA, whereas the Be foil is approximately
155 mm upstream. Notably, the drop in efficiency in the 100-400 keV range in the Be curve is a

result of attenuation from the Ta foil positioned between the source and the detectors.

3.6 TRIple PLunger for EXotic beams (TRIPLEX)

The TRIple PLunger for EXotic beams (TRIPLEX) [90] was employed to hold a °Be (target) and
181Ta (degrader) foil. The TRIPLEX device is a modified version of the traditional single-plunger
device, able to accommodate up to three metal foils—specifically, a target and two degraders. This
capability extends the accessible lifetime range to include excited states within 1 ps to 1 ns [90, 103].
It is important to note that for this experiment this capability was not used. The target was kept at a
fixed distance of 25 mm upstream of the degrader foil, which guaranteed the decay of any excited
state before reaching the Ta foil. In this section, we will provide general overview of the TRIPLEX
device with respect to its use in this experiment.

The TRIPLEX device consists of three main components: the support structure, the bearing unit,
and the foil system. The bearing unit is composed of three concentric tubes—inner, middle, and

outer—each mechanically decoupled via four low-friction sliding bearings. The central (middle)
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Figure 3.16: A picture of the TRIPLEX device. This figure is adapted from Ref. [90].

tube remains stationary and supports all immobile components, including electrical connectors,
micrometers, and the external housing. Precision motors, mounted on this central tube, are
connected by wires to the inner and outer tubes to drive their motion with minimal stress on the
bearings. These movable tubes allow precise adjustment of the distances between the target and
degrader foils, which are mounted at the ends of each tube on dedicated conical frames secured by
small screws and springs. The target is mounted on the innermost tube, the first degrader on the
central tube, and the second degrader on the outermost tube. The dynamic range for foil separation
ranges from 0 mm to 25 mm.

In the foil system, each foil is mounted on a conical brass frame connected to its respective
tube ring, with spring-loaded screws enabling precise compression and alignment. The target and
first-degrader foils face each other directly. The second-degrader cone is uniquely shaped—narrow
and extended—so that it can slide into the first-degrader cone, enabling the second-degrader foil to
approach and even make contact with the first degrader. This requires the second-degrader foil to be
circular in shape, while the target and first-degrader foils are typically square. The inner diameter
of the second-degrader cone is about 4.6 cm, which is sufficient to allow the full radioactive beam
to pass through without obstruction.

The support structure consists of housing the TRIPLEX device within a custom-designed beam

pipe. This beam pipe is wider than the standard GRETINA pipe, allowing the entire TRIPLEX
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Figure 3.17: Illustration of the TRIple PLunger for EXotic beams (TRIPLEX) [90] device. The
device can accommodate up to three foils, with adjustable separation distances ranging from 0 mm
to 25 mm between the target and first degrader, as well as between the first and second degraders.
In this illustration, the incoming beam enters from the left and interacts with the target material
before interacting with the first and second degraders. For this experiment, the TRIPLEX device
held a 2-mm-thick °Be foil on the target cone and a 1.3-mm-thick !8!Ta foil on the first degrader
cone. This figure was adapted from Ref. [90].

assembly to be positioned internally. Rough alignment of the beam pipe is achieved via a flange
attached to the downstream end of an S800 spectrograph magnet, while fine alignment is performed
using adjusting screws that connect the plunger to the beam pipe itself. Electronic feedthroughs at
the upstream end of the pipe link the motors and conductance wires to external control electronics
while preserving vacuum integrity. When fully installed, the plunger foils rest approximately 13 cm

upstream of GRETINA’s geometric center.

3.7 Experimental Setup

To summarize this chapter, this section will provide a distilled description of the experimental set up
and pertinent information regarding the inelastic scattering of 3%3'Na on a °Be and '8! Ta foil. The

experiment took place at the Coupled Cyclotron Facility (Sect. 3.2) utilizing the A1900 fragment
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separator (Sect. 3.3.1). The setup up was comprised of GRETINA (Sect. 3.5), the TRIPLEX
device (Sect. 3.6), and the S800 Spectrograph (Sect. 3.4). A fully stripped **Ca*?? primary beam
was accelerated to 140 MeV/u and directed onto a *Be production target. The resulting projectile
fragments were separated in the A1900 fragment separator by means of their magnetic rigidity.
The secondary beam components were identified by means of time-of-flight measurements between
two scintillators positioned along the beam line, resulting in purities of ~24% for **°Na and ~18%
for 3'Na. The average incoming beam energies of 3°Na and 3'Na into the plunger device were
113 MeV/u and 106 MeV/u, respectively. Other pertinent beam constituents, such as 3*Mg and
2Ne, each had a beam purity of ~24%, in which investigations of these neutron-rich nuclei were
published by Revel ef al. [76]. All of the reaction products were then delivered to the target
location of the S800 spectrograph. To account for the angular acceptance of the S800, the spatial
and angular distributions of 3!Na were analyzed, leading to corrections being applied to both the
incoming beam and the reaction products.

At the target position, the TRIPLEX device was employed to facilitate a two-foil inelastic
scattering measurement, positioned 13 cm upstream of GRETINA’s geometric center to optimize
both the detection efficiency of forward-focused gamma rays, and the sensitivity to different recoil
velocities. Only one data set was obtained, which consisted of the TRIPLEX device simultaneously
holding a 370-mg/cm? °Be foil and a 2158-mg/cm? '3!Ta foil separated by 25 mm. This configura-
tion enabled the clear separation in the Doppler-corrected gamma-ray spectrum between reactions
originating from each foil. Recoiling nuclei were identified in the S800 Spectrograph using TOF
and energy-loss measurements, with those retaining their identity attributed to inelastic scattering.
At the center of the Be foil, the average beam energies were 109 MeV/u for **Na and 102 MeV/u
for 31Na, while for the Ta foil the corresponding energies were reduced to 88 MeV/u and 81 MeV/u,
respectively. The simultaneous use of two foils under identical experimental conditions signifi-
cantly reduced uncertainties in separating Coulomb and nuclear contributions to the excitation of
low-lying states, while also increasing statistics by eliminating the need to change targets.

Gamma rays emitted by the excited nuclei were detected by GRETINA in coincidence with
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outgoing particles identified by the S800 Spectrograph. Doppler-shift corrections were then applied
on an event-by-event basis using 6, and the recoil velocity (8 = v/c), resulting in accurately
reconstructed in-beam +y-ray spectra. To properly deduce the amount of emitted gamma rays,
an in-beam efficiency calibration was performed, which consisted of utilizing a >?Eu source in
conjunction with a GEANT4 simulation. Similarly, the GEANT4 simulation is typically calibrated
by data obtained in an unreacted beam setting, which entails not placing any reaction foils at the
target location. However, the incoming beam energies of >-*!Na precluded the use of an unreacted
beam setting, as their magnetic rigidities exceeded the 4 Tm limit of the S800 spectrograph. Instead,

the inelastic scattering data was used to estimate the incoming beam profile.

68



CHAPTER 4

EXTRACTION OF B(E27) FOR LOW-LYING STATES IN 3%3'Na

The extraction of the reduced transition strengths to the low-lying excited states in 3*3'Na enabled
a richer understanding of the collective phenomenon in the N = 20 region. This feat was facilitated
by the various software tools at our disposal, in addition to the careful analysis that was performed.
To this end, this chapter will describe the software tools utilized (Sect. 4.1), codes used to perform
coupled-channel calculations (Sect. 4.2), and the various steps taken in this analysis. The latter
entails describing the angular acceptance analysis to properly account for the incoming beam profile
(Sect. 4.3), benchmark analysis with the well-characterized *Mg (Sect. 4.4), understanding and
quantifying background contributions (Sect. 4.5), and ultimately the work undertaken to obtain the

B(E2 7) strengths from 30Na (Sect. 4.6) and 3'Na (Sect. 4.7) .

4.1 Data Analysis Tools

4.1.1 GrROOT Analysis Software

The offline analysis performed for data collected from this experiment utilized the GrROOT software
package [104]. The GrROOT software package has been developed for the offline analysis of
experiments conducted with the S800 spectrograph and GRETINA at FRIB. Data analysis using

GrROOT proceeds in three sequential main steps:

1. (GrROOT) Conversion of raw data collected by the FRIB data acquisition system to ROOT

format.
2. (Calculate) Application of calibrations to the data.

3. (Cal_histos) Generation of pertinent histograms.

In the first step (GrROOT), the data unpacker extracts raw event data from binary files generated by

FRIB’s data acquisition system (DAQ) and converts them into a ROOT format. During this process,
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the data are sorted into objects of type s800, gretina, and mode3event, without any calibrations
or corrections applied. The second step (Calculate) applies calibrations and corrections to the
ROOT files produced in the unpacking step by utilizing a user-provided settings file that contains the
necessary calibration and correction information. This results in the creation of a calibrated ROOT
file. Finally, the third step (Cal_histos) processes the calibrated data to generate user-defined
histograms, enabling a meaningful physics analysis to be conducted. The first step is nominally
executed once, whereas the second and third steps are often iterated as the experimenter develops a
better understanding of the data. The flow chart of the analysis process with GrROOT is displayed

in Fig. 4.1.

binary
evt file

{ Unpack |

raw data - I raw hists
.root file Unpack_Histos root file

settings
dat file -4@1@

cal data
oot file

. cuts
Troot file

cal hists
.root file

Figure 4.1: A flow chart displaying the analysis process with the GrROOT software package [104].
The red boxes are programs (e.g. Calculate) from GrROOT, blue boxes represent output (input)
files generated (required) by the current (subsequent) program, and green boxes are auxiliary
information files for the programs. This figure has been adapted from Ref. [105].
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4.1.2 G4Lifetime Simulation Software

To understand the underlying physics presented in the unpacked experimental data, the simula-
tion software G4Lifetime [106, 107] was employed. The simulations are based on the GEANT4
toolkit [108], developed for experiments with the TRIPLEX [90] device, which incorporate par-
ticle tracking through different mediums and particle interactions with matter. The produced
G4Lifetime simulations incorporate the relevant properties of the experiment such as the incom-
ing beam energy, reaction kinematics on different target materials, TRIPLEX device configuration,
GRETINA’s geometry configuration, and emission of particles and gamma rays. This section will
describe the various facets necessitated for a G4Lifetime simulation, and how this software was

utilized for this analysis.

4.1.2.1 G4Lifetime Calibration

The initial constraints defined in G4L1ifetime pertain to the target materials and the TRIPLEX [90]
device located along the beam line. The location of the TRIPLEX device is given by the first-
degrader position relative to the center of GRETINA [37, 38]. The TRIPLEX device is able to

facilitate the three following configurations:

1. Target only: Only target foil in the target position.

2. Standard Plunger: Target foil in the target position and degrader foil in the first-degrader

position.

3. Differential Plunger: Target foil in the target position, degrader foil in the first-degrader

position, and second-degrader foil in the second-degrader position.

The element and thickness of each target material is specified, with thicknesses determined
from mass measurements of the corresponding foils. Once all target materials are provided,

the separation distances between successive foils are defined. Pertaining to this experiment, the
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TRIPLEX device utilized the Standard Plunger configuration, holding °Be and '®'Ta target foils
separated by a distance of 25 mm.

The simulation is designed to model both the incoming secondary beam and the reaction
products. Each incoming beam is characterized by specifying the kinetic energy per nucleon
(KE /u), mass number (A), and proton number (Z). With the CRDCs located in the S800 focal
plane, the measured quantities xz,, yrp, ayp, and by, are used to reconstruct the corresponding
dias Yia» Ara, and by, distributions at the target position. The simulated beam spot, defined by its
centroid coordinates (xo, yo) and spatial widths (0%, o), along with the angular distribution of
the beam, are tuned to match the reconstructed variables y;,, a;q, and b;,. In the absence of a
reconstructed x4, it is assumed that xo = yg and o, = 0. Additionally, the simulated kinetic energy
distribution of the ion (d;,) is also matched to the experimental distribution. Ideally, the incoming
beam parameters would be determined from an unreacted beam setting, that is, an experimental
configuration without target material in the beam line. In this experiment, however, due to the
incoming beam energies of the incoming secondary beam products resulting in a magnetic rigidity
exceeding the 4 Tm limit of the S800 spectrograph, no unreacted beam setting was performed.
Instead, the incoming beam parameters were deduced from the scattered ions due to the identity of
the ion not changing in the reaction. A comparison between the reconstructed and simulated beam
properties for 3°Na, 3'Na, and 3*Mg are shown in Figs. 4.2, 4.3, and 4.4, respectively.

To describe the reaction products, the change in the number of protons and neutrons must be
provided. Due to this work focusing on inelastically scattered ions, this quantity was set to zero.
In order to characterize the beam properties of the reaction products, the simulation’s reaction
parameters must be adjusted to account for the changes in momentum in the ion from the scattering
process. This is achieved by scaling the simulated momentum of each reaction according to the
change in mass (zero for this work) and the parameter dp_frac, which specifies the velocity
of the reaction product as a fractional amount of the incoming secondary beam velocity. To
model the spread of the outgoing momentum, a vector Ap is sampled randomly from a Gaussian

distribution, centered at dp with a width defined by dpFWHM, and added to the simulated momentum.
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Figure 4.2: Comparison between experimental (blue) and simulated (red) beam properties for 30Na.
The dispersive angle in the xz plane a;, (top left), non-dispersive angle in the yz plane b, (top
right), kinetic energy distribution d;, (bottom left), and position in the non-dispersive plane y;,
(bottom right) are shown. The simulated and experimental beam distributions have been scaled to
unity.

Pragmatically, the dp parameter represents the magnitude of momentum change felt by the ion in
its interaction with the target material. The dp_frac parameter primarily affects the centroid of
the kinetic energy distribution (d,,), while the shapes —specifically the width and tails — of the
dias Yia> Ara, and by, distributions are governed by dp and dpFWHM. Note, G4Lifetime requires
one to define the interaction parameters on the target foil (dp_frac, dp, and dpFWHM) and those
for the first-degrader foil (dp_fracR, dpR, and dpFWHMR). In principle, these parameters would be
adjusted by independently comparing the measured distributions from each foil to corresponding
simulations. In lieu of this procedure, both parameter sets are simultaneously adjusted to match the

distributions reconstructed at the target location. This approach partly stems from the assumption
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Figure 4.3: Comparison between experimental (blue) and simulated (red) beam properties for 3INa.
The dispersive angle in the xz plane a;, (top left), non-dispersive angle in the yz plane b, (top
right), kinetic energy distribution d;, (bottom left), and position in the non-dispersive plane y;,
(bottom right) are shown. The simulated and experimental beam distributions have been scaled to
unity.

that the kinematic interactions on both foils are similar. Both sets of parameters are adjusted to
align the simulation with experimental data, as seen in Figs. 4.2, 4.3, and 4.4. The G4Lifetime
simulation also accounts for the acceptance of the S800 spectrometer by constraining the edges of
the simulated distributions. This acceptance effect is evident as a sharp cutoff in the d;, distribution
as shown in Fig. 4.2.

The GRETINA detector is also modeled in G4Lifetime, as illustrated in Fig. 4.5. This
involves defining the geometry of the individual detector modules relative to the beam axis and
the TRIPLEX device. The spatial configuration is given by a set of Euler angles, which for this

experiment, correspond to four detector modules positioned in the 58° ring and seven in the 90°
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Figure 4.4: Comparison between experimental (blue) and simulated (red) beam properties for
32Mg. The dispersive angle in the xz plane a,, (top left), non-dispersive angle in the yz plane by,
(top right), kinetic energy distribution d;, (bottom left), and position in the non-dispersive plane
Via (bottom right) are shown. The simulated and experimental beam distributions have been scaled

to unity.

ring. The simulation allows for the deactivation of individual crystals, which was necessary for
this analysis due to a crystal malfunctioning during the experiment. This can be seen in Fig. 4.6,
where the red outlined hexagon displays the location of the disabled crystal. Furthermore, the
simulated efficiencies are higher than the experimentally determined values, partly because not
all materials between the ion and the GRETINA crystals are included in the simulation (see
Figs. 3.15a and 3.15b), in addition to the factors discussed in Sect. 3.5.3. Regarding the Doppler
correction, the emission angle of the gamma ray is determined from the ion’s trajectory vector and
the first interaction point in GRETINA, which is defined as the hit position with the largest energy

deposition [37].
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Figure 4.5: GEANT4 rendering of the GRETINA configuration used in this experiment. Liquid
cryo-modules are shown in grey, while individual GRETINA crystals are depicted in white and
green. The beryllium and tantalum targets are represented by green and red squares, respectively.
Two views are provided: a downstream view (left) and an angled downstream view (right). The
TRIPLEX device is omitted from the rendering.

The excited states of each nucleus are simulated by listing the state energy, the gamma-ray
transition energy, lifetime of the excited state, and the fraction of reactions that populate the
particular state. Each simulated event generates a single nucleus directed towards the target and
degrader foils within the TRIPLEX device, where it experiences energy loss as it propagates through
the foils. The emission of gamma rays from the excited nucleus is dictated by an exponential decay
distribution based on the lifetime of the excited state. The photons are assumed to be emitted
isotropically in the rest frame of the ion but are Lorentz-boosted (i.e. forward focused) in the
laboratory frame due to the relativistic nature of the beam. Note, this assumption of isotropic
emission of gamma rays is not necessarily true as there may be an asymmetry in the gamma-ray
emission due to the underlying nuclear structure. The simulated gamma rays are then absorbed or

scattered by the surrounding materials in the given volume, until they are detected by the emulated

GRETINA.
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Figure 4.6: G4Lifetime simulation of the GRETINA detector response for a !>?Eu source placed
on the downstream face of the tantalum target. Due to the TRIPLEX device being positioned 13 cm
upstream from the center of GRETINA, the uppermost edges of the detector modules in the 90° ring
exhibit an enhanced response to the incoming radiation. The red hexagon indicates the location of
the disabled crystal. The laboratory-frame angles 61 ., and ¢1 4p are the polar and azimuthal angles,
respectively.

4.2 Coupled-Channel Calculations

To extract reduced E2 transition strengths to the low-lying states in neutron-rich *°Na and 3'Na,
coupled-channel calculations were performed using the general purpose reaction code FRESCO [78].
The reaction code is capable of modeling the Coulomb-nuclear interference that occurs as a result
of the intermediate-energy heavy-ion inelastic scattering process. The calculations entail producing
differential cross sections for each reaction channel (i.e. particular states of excitation for each of
the two nuclei involved in the collision) specified in the input file. This section will describe how
FRESCO was used in this analysis, the optical models that were employed to describe the inelastic
scattering, and how the angular spread of the reaction products was incorporated into the FRESCO

results.
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4.2.1 FRESCO

Using FRESCO, it is possible to calculate the differential cross section for elastic and inelastic
scattering involving both the Coulomb and nuclear interactions acting between the colliding nuclei.
In modeling processes beyond elastic scattering, an effective optical potential containing a real and
imaginary part is employed. The real part accounts for elastic scattering, whereas the imaginary
part is responsible for the absorption of probability from the elastic channel into different reaction
channels. In this framework, the different channels involved in the reaction process are coupled
via a truncated sum of differential equations for a two-body system. The truncated sum over
the coupled differential equations provides all possible exit channels from the reaction. The
individual couplings, informed by theoretical models or experimental data, provide insight into the
inner structure of the nucleus. The optical model, further described in Sect. 4.2.1.1, effectively
replaces the complex many-body nucleon-nucleon interactions with a phenomenological potential

that captures the average interaction between the nuclei.

e19885, 3@Na on 181Ta with 170 + 208Pb potential params (using 2+ -> 3+ config.).
NAMELIST
&FRESCO0 hcm=0.001 rmatch=100.0
jtmin=0.8 jtmox=6000.8 absend=-100 rela="r' rintp=0.1 cutl=0.1
thmin=0.1 thmax=10.80 thinc=0.@1
iter=0 iblock=2 smats=2 xstabl=1 elab=2651.19672 /
&PARTITION namep="Na3@' massp=30.009097931 zp=11
namet="'Tal8l" masst=180.947992 zt=73 nex=2Z /
&STATES jp=2.0 bandp=+1 kkp=2.9 ep=0.000 cpot=1 et=0.0 jt=0.0 /
&STATES jp=3.0 bandp=+1 kkp=2.0 ep=0.426 cpot=1 copyt=1 /

&partition /

&POT kp=1 ap=3@ at=181 rc=1.2 /

&POT kp=1 type=1@ p2=18.5 /

&POT kp=1 type=1 pl=58. pZ2=1.067 p3=0.8 p4=57.9 p5=1.067 pt=0.8 /
&POT kp=1 type=10 p2=1.872 /

&pot /

&overlap /
&coupling /

Figure 4.7: FRESCO input file for the **Na + '8!Ta reaction. This input file contains an optical
potential with the Coulomb term, along with real and imaginary nuclear volume terms. The
Coulomb term is associated with an E2 matrix element of 18.5 efm?. The nuclear volume term is
deformed with a nuclear deformation length 64 = 1.872 fm. The real and imaginary values (i.e.
type=1, pi, ... ,pe) are from the 170 + 208pp reaction [81]. The 3* excited state at 426 keV is

designated to belong to the K = 2 rotational band built upon the 2Jg"s' via the kkp=2 parameter.
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19005, 3@Na on 181Ta with 32Mg + 181Ta global potential (2+ -> 3+)
NAMELIST
&FRESCO hcm=0.001 rmatch=100.0

jtmin=0.0 jtmax=6000.0 absend=-100 rela="r' rintp=0.1 cutl=0.1

thmin=0.1 thmax=10.00 thinc=0.01

iter=0 iblock=2 smats=2 xstabl=1 elab=2651.19743 /
&PARTITION namep='Na3@' massp=30.009097931 zp=11

namet="'Tal81"' masst=180.947992 zt=73 nex=2 /

&STATES jp=2.0 bandp=+1 kkp=2.0 ep=0.000 cpot=1 et=0.0 jt=0.0 /
&STATES jp=3.0 bandp=+1 kkp=2.0 ep=0.426 cpot=1 copyt=1 /

&partition /

&POT kp=1 ap=30@ at=181 rc=1.2 /

&POT kp=1 type=1@ p2=18.5 /

&POT kp=1 type=1 shape=9 pl=1.0 p2=1.0 /
&POT kp=1 type=1@ p2=1.291 /

&pot /

&overlap /
&coupling /

Figure 4.8: FRESCO input file for the **Na + !8!Ta reaction. This input file contains an optical
potential with the Coulomb term, along with theoretically derived real and imaginary nuclear
volume terms. The Coulomb term is associated with an E2 matrix element of 18.5 efm?. The
nuclear volume term is deformed with a nuclear deformation length 64 = 1.291 fm. The real and
imaginary values for the nuclear volume term (type=1 in the &POT namelist) were determined
from theoretically derived optical model potential [109] constructed with a complex G-matrix
interaction. The optical potential for the 3*Mg + '8!Ta system was derived and used for the *Na +
181 system. The 3* excited state at 426 keV is designated to belong to the K = 2 rotational band

built upon the 23 via the kkp=2 parameter.

The populated 3* and 47 states in *°Na, and 5/2* and 7/2° states in 3'Na were used in the
coupled-channel calculations. The input file to FRESCO required the &FRESCO, &PARTITION,
&STATES, and &POT sections to be prepared, with an example presented in Fig. 4.7. A brief
description of each section is found in Appendix A.

It is important to ensure that the rmatch and jtmax parameters in the FRESCO namelist
are sufficiently large to capture the full extent of the scattering process. Inadequate values can
lead to incomplete convergence of the coupled-channel solution, resulting in inaccurate nuclear
deformation lengths and transition matrix elements. This sensitivity is illustrated in Fig. 4.9, where

the integrated cross section (see Sect. 4.2.2) approaches an asymptotic value as jtmax is increased.
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Figure 4.9: Integrated excitation cross section to the 5/2* state in >! Na as a function of jtmax. Three
different E2 matrix elements with M (E2) values of 19.4935, 14.2828, 25 efm? were employed,
while the nuclear deformation length was fixed to 64 = 1.204 fm. As jtmax is increased, the
integrated cross-section approaches an asymptotic limit.

4.2.1.1 Optical Model Potentials

The optical model simplifies the complex nucleon-nucleon interactions by replacing them with a
phenomenological complex potential, whose parameters are constrained by experimental data. The
imaginary part of this potential accounts for the loss of flux from the elastic channel to non-elastic
processes, analogous to how light is absorbed and scattered in a medium with a complex refractive
index.

Inelastic scattering predominantly excites nuclear states associated with collective motion,
such as rotational or vibrational modes. In heavier nuclei, the Coulomb interaction becomes
increasingly significant, often competing on equal footing or even dominating over that of the

nuclear interaction [64, 110]. The role of a model is to define the effective interaction between the
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colliding nuclei. This is achieved through a phenomenological potential, containing both nuclear

and Coulomb components, that encapsulates the underlying microscopic dynamics. The optical

potential takes the form of [111, 112],

Uopt(r) =
+Ve(r)
- W iv(r)
+Vgy(r)
—iWy fw(r)
— iWsgw(r)
+ Vol - §

+iW,l -5

which can be succinctly written as

A Coulomb term

A real volume term

A real surface term

An imaginary volume term
An imaginary surface term
Real spin-orbit term

Imaginary spin-orbit term

Uogpte(r) = Ve(r) +V(r) +iW(r)

(4.1)
(4.2)
(4.3)
(4.4)
(4.5)
(4.6)
4.7)

(4.8)

4.9)

The Coulomb potential is approximated by a uniformly charged sphere with total charge Ze and

radius R, with the analytical expression given by

(3 r
RZ
Ve(r) = c
ZpZ,ez/r

Z,Ze*/2Rc < Rc

r > Rc

where Z,,, Z; are the number of protons in the projectile and target nucleus, respectively. The real

and imaginary volume terms of the potential are taken to be of the Woods-Saxon form

1

Ji(r)
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with R; and a; being the radius and diffuseness, respectively, of the real and imaginary terms. The
Woods-Saxon form is plotted in Fig. 4.10 with varying diffuseness parameter values. The strength
of the real volume potential term is approximately proportional to the mass of the projectile, and
decreases as the incoming energy increases [111, 113, 114]. The imaginary volume component
takes into account the loss of projectile particles due to collisions with target nuclei. The imaginary
volume term is zero at low energies, as there isn’t sufficient energy for a reaction to take place,

leaving only the real terms of the optical model potential (i.e. elastic scattering).
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Figure 4.10: Left: Woods-Saxon functions with diffuseness parameters a = 0.3, 0.5, and 0.8 fm.
Right: Derivatives of the Wood-Saxon function (surface term). In both, the radius is given by
R = roA'/3 with ro = 1.2 fm and A = 30.

The real and imaginary surface terms are the derivatives of a Woods-Saxon function (Eq. 4.10)

which are given by,

exp[(r — R;)/a;]
ai(1+exp[(r — Ry)/a;])?

and are plotted in Fig. 4.10. The imaginary surface term takes into account the absorption due

gi(r) = — i=V,W (4.11)

to the excitation of low-energy collective modes, which have their couplings concentrated on the
surface. Additionally, interactions of nuclei with low incoming beam energy are predominantly on
the surface region of the nucleus.

In FRESCO, the Coulomb potential is always specified first and defaults to type=0. This entry

includes the mass numbers of the projectile (ap) and target (at) nuclei, along with the reduced
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Coulomb radius (rc). To apply a deformation, the potential to be deformed must be immediately
followed by a line defining the deformation type. As illustrated in Fig. 4.7, the Coulomb potential
for the projectile is deformed by specifying type=10, with p2=18.5 specifying the E2 reduced
matrix element strength. According to the FRESCO documentation [78], this configuration applies
a rotor-model deformation to the projectile’s Coulomb field. The nuclear volume potential was
defined by using type=1, comprising bothreal (p1, p2, p3) and imaginary (p4, p5, p6) components,
with a default Woods-Saxon shape (shape=0) [79]. The parameters p1, p2, and p3 define the depth
(in MeV), reduced radius, and diffuseness of the real part of the potential, while p4, p5, and p6
define the corresponding values for the imaginary part. The real and imaginary parameters for the
nuclear volume potential used in this analysis are from the 7O + 2“®Pb reaction [81], following
the approaches adopted in Refs. [76, 110]. The projectile’s nuclear potential was deformed with a
nuclear deformation length p2 = §, = 1.872 fm.

It is also possible to read in the real and imaginary parts of the volume nuclear potential from a
theoretically derived optical model, as illustrated in Fig. 4.8. The option of type=1 and shape=9
instructs FRESCO to read in a complex potential. The parameters pl,p2 are scaling parameters for
the real and imaginary values, respectively. In order to explore the dependence on the set of optical
model parameters being used in this analysis, a theoretically derived optical model potential [109]
constructed with a complex G-matrix interaction, CEG07 [115, 116] was utilized. However, due to
the optical model potentials derived from Ref. [109] being limited to even-even projectile nuclei
within the target mass range of A = 12 — 208, the ¥*Mg + '2C and **Mg + '31Ta potentials were

calculated and used for the 3%3!'Na + ?Be and 3%3!Na + 31 Ta reactions.

4.2.2 Determining Angle-Integrated Cross Section

The output from the FRESCO calculations used in this analysis were the differential cross sections
per solid angle in the center-of-mass frame, as seen by the red curves in Figs. 4.12 and 4.13. To
determine an angle-integrated cross section from the FRESCO output, the center-of-mass differential

cross section was first converted to the laboratory-frame cross section. Knowing that the integrated
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Figure 4.11: Illustrative example of the real components of the optical model potential. The
Woods-Saxon potential (blue) is parameterized with V = 50 MeV, a = 0.8 fm, and R=roA'/? with
ro = 1.067 fm and A=30. The Coulomb term (red) assumed Z = 11 and R¢ = 1.2A!/3, with A=30.
The spin-orbit term (green) is parameterized identically to the Woods-Saxon term.

cross section remains constant in either the laboratory or center-of-mass frame,

do _ ( do ) dgCM SiH(QCM) (4 12)

dQu  \dQcm)  dLab sin(Orap)
where do/dQy 4 and do/dQcy are the differential cross sections in the laboratory and center-of-

mass frames, respectively. Identical results are achieved when utilizing the form of

cos(Ocn)|
do :( do ) M |6f 4.13)

0 \d%ew) costoral,

The angle 6y 4 was determined via
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sin(6cm)
y(vM) - (cos(fem) +vEM/vEM)

where 61 45 and ¢y are the polar angles in the laboratory and center-of-mass frames, respectively.

tan(Opap) = (4.14)

The center-of-mass frame velocity observed from the laboratory frame is denoted by v®™, and the
velocity of the projectile in the center-of-mass frame is indicated by vIC,M. The velocity v can be

expressed in terms of energy and momentum [117],

2
pCM 2 Pic

4.15
~.E, (4.15)
Lab Lab
m,v
yom _ Yo Ve (4.16)

)/]L,abmp + m;

where p; and E; in Eq. 4.15 are the relativistic momentum and energy of each object. Plugging
in the appropriate momentum and energy expressions in to Eq. 4.15 results in the center-of-mass
velocity being written in terms of projectile (m ) and target (m,) masses, projectile velocity in the
laboratory frame (vll;ab), and associated Lorentz factors (y). To validate Eq. 4.16, taking y]l;ab — 1
is consistent with the non-relativistic expression of VM = (m pv%ab)/ (mp +m;). Eq. 4.16 could
also be obtained by utilizing the fact that p, + p; = 0 in the center-of-mass frame, where p’,, p; are
the center-of-mass frame momenta (after a Lorentz boost) in the z direction for the projectile and
target nucleus, respectively. Similarly, the velocity of the projectile in the center-of-mass frame

was determined by a Lorentz boost in the z direction, resulting in

o v}_;ab _ M
v = 4.17
P 1- (vCMv%ab/cz) “17)
vll;abm,
(4.18)

(/Y5 +my

which is consistent with its non-relativistic counterpart V[C,M = (v]l;abmt) /(m, +m;) (i.e. Galilean

Lab

transformation) when 7y,

— 1. Egq. 4.18 was obtained by substituting in the center-of-mass

velocity given by Eq. 4.16 into Eq. 4.17.
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The differential cross sections for the laboratory (blue histogram) and center-of-mass (red
histogram) frames for the **Na + °Be and **Na + '®!Ta reactions are show in Fig. 4.12 and
Fig. 4.13, respectively. In both figures, the leftward compression of the differential cross section
as we switch from the center-of-mass to the laboratory reference frame can be understood by the
kinematic focusing. The leftward compression of the differential cross section is more extreme in
the 3°Na + °Be reaction, due in part to the inverse kinematics. The oscillatory patterns observed
in Figs. 4.12 and 4.13 arise from the diffraction of the incoming beam wave by the target nucleus,
which acts as a diffracting object. Specifically, the pattern in Fig. 4.12 resembles Fraunhofer
diffraction [118, 119], which arises in the presence of weak Coulomb barriers. As for the pattern
seen in Fig. 4.13, the reactions on the Ta foil are governed by Coulomb excitations [110].

To enable a direct comparison between the experimental cross sections and the FRESCO pre-
dictions, a monte carlo simulation was employed to incorporate the effects of the incoming beam
profile, finite beam spot size, and angular straggling (see Sect. 4.3.1). The impact of these effects
are illustrated by the violet histogram in Fig. 4.14, where the oscillatory features from diffraction

are effectively smoothed out. The conversion from differential cross section to yield was done via

Ao (8;) = / (j—g).sin(Gi)dGZK (4.19)

where Ao (6;) is the yield at angle 6;, (do/dQ); is the differential cross section at §;, and d6 is the

step size between 6; and 6;,1. An alternative and equivalent method to determine the yield is

Ao (6;) = (j—g) (cos (Hi - %) —cos (01- + %)) 2w (4.20)

where both methods were tested and found to give identical results. For each FRESCO calculation
performed, the differential cross section was converted to Ao () via Eq. 4.19. This is shown in
Fig. 4.15, where the red histogram depicts Ao (6) versus 6 in the center-of-mass frame, and the
blue and violet histograms show the corresponding laboratory-frame values with and without the
incoming beam’s angular spread, respectively. Having these histograms, the angle-integrated cross

section was determined by integrating the violet histogram up to the desired angle (6).
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Figure 4.12: Differential cross sections in the laboratory (blue) and center-of-mass (red) frames for
the 3*Na + “Be FRESCO calculation utilizing the !”O + 28Pb optical model potential parameters.

The oscillatory pattern seen is due to the incoming wave (i.e. projectile) diffracting from the target
nucleus which behaves as a diffracting object.
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Figure 4.13: Differential cross sections in the laboratory (blue) and center-of-mass (red) frames for
the **Na + '8! Ta FRESCO calculation utilizing the 7O + 2°8Pb optical model potential parameters.
The oscillatory pattern seen is due to the incoming wave (i.e. projectile) diffracting from the target
nucleus which behaves as a diffracting object.
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Figure 4.14: Differential cross-section histograms in the laboratory frame with (violet) and without
(blue) the angular spread of the incoming beam, along with the corresponding center-of-mass frame
distribution (red), all obtained from the monte carlo simulation. These histograms were generated
using the FRESCO calculation for the **Na + !8!Ta system, utilizing optical model parameters
from the 'O + 28Pb reaction. The red and blue histograms are identical to the respective curves
in Fig. 4.13 up to approximately 5° — 6°, beyond which the low yield is not reproduced by the
monte carlo simulation. Incorporating the angular spread into the laboratory-frame via monte carlo

greatly diminishes the oscillatory features characteristic of diffraction caused by the interaction of
the beam with the target nucleus, and extend the differential cross section to larger 6 values.

4.3 Angular Acceptance Analysis

In determining a cross section, confidently estimating the number of incoming beam particles and
reaction products entering the S800 is crucial. In particular, the acceptance of the incoming beam
and reaction product as a function of 8, where 6 is defined as the polar angle (i.e. measured from
the laboratory frame z-axis), is necessary. In this section, the analysis performed to determine an
acceptance curve for the S800 as a function of € will be discussed. This will be followed by a

discussion on the monte carlo simulation that was developed to incorporate the angular spread of
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Figure 4.15: Histograms of o () versus 6 produced with Eq. 4.19 in the laboratory frame with
(violet) and without (blue) the angular spread of the incoming beam, along with the corresponding
center-of-mass frame distribution (red), all obtained from the monte carlo simulation. These
histograms were generated using the FRESCO calculation for the 3°Na + 8!Ta system, utilizing

optical model parameters from the 7O + 2%%Pb reaction. Due to incorporating the angular spread,
the oscillatory pattern caused by diffraction disappears and the yield extends to larger 6 values.

the beam to FRESCO results, along with how the acceptance curve was used to correct the number
of incoming projectiles and reaction products, both measured at the S800 focal plane.

The acceptance of the S800 as a function of # was estimated using ' Na, whose angular profile
is most symmetrically centered around zero, an essential characteristic to accurately determine the
acceptance. The 2D by, vs ay, distribution for 31Na was partitioned into different annular regions
(i.e. rings), where a selected set of regions are displayed in Fig. 4.16. The coverage of each region
spanned 0.5° and ranged from 0° to 3.5°. Minor adjustments were made to the by, vs a, distribution
of 3'Na to center it around zero. Each angular region produced a 2D arp Vs xgp distribution, shown
in Fig. 4.17, where the distinct two-line feature spanning the x axis (i.e. xgp) is a result of the

angular region’s ring shape at the target location. The 2D distribution in Fig. 4.17 represents the
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ions that reached the focal plane that had an angle 6 within 1° — 1.5° at the target location. The
incoming beam and reaction product are cut off at very large positive xg,. For ions with xg, near
the center of the S800 focal plane, it is assumed that all ay, angles are accepted. With this feature
in mind, a central region spanning 50 mm was selected around xg, = 0 (i.e. -25 mm to 25 mm)
to determine a curve in which a majority of ions were accepted. This central curve is shown in
red in the top-left corner of Fig. 4.18 (a), where Eq. 4.21 was the piece-wise function used to
fit the selected central region. The parameters o, uz, and ay (o, ug, and ag) represent the
standard deviation, centroid, and skewness of the left (right) skewed Gaussians. These values were
extracted from the fit to the central region. The left and right boundaries of each component of the
fitting function, i.e. xl.L and le, were determined separately for each angular region. For a specific
angular region (e.g. 1° — 1.5°), the boundaries were varied until the best possible piece-wise fit was
achieved. Given that the skewed Gaussians are normalized to 1, additional scaling parameters, pg
and ps, were included in the fit to set their amplitudes. The regions between the skewed Gaussians
were fit with exponentials, where p; and p, (and similarly p3 and p4) are the scaling and decay

constants for the left and right regions, respectively, determined from the fitting procedure.
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To extract the number of ions in each xg, region, the data were compared to a fit using the
piecewise function defined in Eq. 4.21, as shown by the blue curves in Fig. 4.18. Based on the
parameters obtained from fitting the central region, a reference curve for each xg, region was
generated using a modified version of Eq. 4.21, taking the form of A - f(x). Here, A serves as a
scaling factor that adjusts the amplitude of the (red) reference curve for the specific xg, region that

is being analyzed, while all other parameters are fixed having been determined from the curve fit
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Figure 4.16: Two-dimensional by, vs a, annular distributions for 3INa. Each region covered 0.5°
ranging from 0° to 3.5°. In this figure, only 0° to 3.0° is shown. For each annular region, an averaged
acceptance was determined by fitting various xg, slices from the corresponding two-dimensional
arp Vs xfp histograms.
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Figure 4.17: Two-dimensional histogram of the dispersive angle (ag,) vs the dispersive position
(xfp) for 3INa in the S800 focal plane with an angular coverage of 1.0°~1.5°. The two horizontal
lines spanning xy, result from the annular shape of the distribution at the target location. A portion

of the 3'Na ions are lost toward positive Xfp, evidenced by the diagonal cutoff.
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Figure 4.18: One-dimensional histograms of selected xy, slices from the ay, vs xf, distribution for
3INa in the angular range 1.0° — 1.5°. The red curve in (a) shows the piecewise function from Eq.
4.21, fit to the central region (—25 mm to 25 mm) in Fig. 4.17. The red and blue curves in (b) —
(d) show the reference and region-specific fits, respectively. Increasing xg, (e.g., 150—-160 mm to
190—200 mm) reveals the growing loss of *'Na ions due to the limited afp acceptance of the S800.



to the central region.

This enabled a comparison to be made between the fitted curve for a given xg, slice (blue)
and the corresponding scaled reference curve representing the full ag, acceptance (red). Fig. 4.18
presents selected xg, regions from the 1° — 1.5° angular region. As one moves from 150 — 160 mm
to 190 — 200 mm along the positive xg, direction, the impact of the S800 acceptance becomes
increasingly evident. Each xg, region spanned 10 mm of the S800 focal plane’s dispersive axis,
ranging from -140 mm to 300 mm. For every xg, region (i.e. slice) in each annular region, a
weighted average for the acceptance was performed, where the weights were the number of events
in the particular slice. The results of this procedure are tabulated in Tab. 4.1 and presented in Fig.
4.19, where the weighted average for each angular region is represented by the red dots and a fit is
given by the solid red line. This curve, along with the Monte Carlo code, was used to determine
the acceptance for the incoming beam and reaction products for all other nuclei. This is based on
the assumption of the S800 having an intrinsic acceptance. A detailed discussion on how this was

achieved will be given in Sect. 4.3.1.
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Figure 4.19: Angular acceptance of the S800 as a function of the polar angle 8, measured from the
laboratory-frame z-axis. The red dots represent the acceptance obtained for each angular region,

where the weighted average was taken for each region using the different x ¢, slices. The solid red
curve shows a fit to these points.
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Angular Range Acceptance (%)

0.5°-1.0° 0.98
1.0°-1.5° 0.94
1.5°-2.0° 0.95
2.0°-25° 0.85
2.5°-3.0° 0.77
3.0°-3.5° 0.74

Table 4.1: Angular acceptances as a function of angular regions spanning 0°-3.5° from the data
points in Fig. 4.19.

4.3.1 Incorporating Angular Spread to FRESCO Results

An essential prerequisite to determine a B(E2 T) via a cross-section measurement is the proper
comparison between experimental and theoretical results. Particularly, performing a proper compar-
ison between FRESCO and experimental results necessitates a monte carlo simulation to incorporate
the experimental angular spread of the incoming beam, along with the finite beam spot size, to
the theoretical calculations. This section briefly describes how the monte carlo simulation was
used to determine the S800 acceptances for the reaction products and incoming beam. A detailed
explanation on how the characteristics of the incoming beam were incorporated into the monte
carlo simulation to produce realistic angular distributions of the reaction products can be found in

Appendix B.

4.3.1.1 Incoming Beam

The acceptance of the incoming beam was determined using the monte carlo simulation. To prepare
for the acceptance calculations of the reaction products (Sect. 4.3.1.2), a FRESCO calculation utiliz-
ing the 70 + 29Pb optical model potential was performed for *°Na,3!Na, and 3*Mg. Differences
in acceptances calculated between the '"O + 28Pb and analytical optical potentials for each foil
yielded negligible differences. The monte carlo simulation for the incoming beam did not sample
from the FRESCO-calculated yield distributions for each nucleus. Instead, it assumed the sampled

scattering angle to be 6y;¢c = 0, meaning the beam did not scatter. This approach incorporated the
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beam’s angular spread and spatial distribution at the target while ensuring no inelastic scattering

reactions took place. The acceptance of the incoming beam, €;*, was determined via

acc. _ Yield with 6yc = 0 with acceptance incorporated

€ =5 : : :
1B Yield with 8¢ = 0 with acceptance not incorporated

(4.22)

where the numerator entailed multiplying the calculated yield by the acceptance curve (Fig. 4.19)
on a bin-by-bin basis. To minimize possible systematic uncertainties in the acceptance estimate,
the yield for both the numerator and denominator were integrated up to 5°, as pertinent beam events
were contained within this range. This analysis resulted in incoming beam acceptances of 0.937,

0.938, and 0.939 for *°Na,3!Na, and 3>Mg, respectively.

4.3.1.2 Reaction Products

Quantifying the acceptance of the reaction products utilized both FRESCO and the monte carlo
simulation. Unlike the incoming beam acceptance analysis, the monte carlo simulation for the
reaction products did sample from the FRESCO-calculated yield distributions for each nucleus. The

acceptance of the reaction products, eﬁ‘if', was determined via

ace. Yield with 6y,¢ # 0 with acceptance incorporated (4.23)
€pp = .
RP ™ Yield with 6y,¢ # 0 with acceptance not incorporated

The numerator was calculated by multiplying the corresponding yield (e.g., the violet curve in
Fig. 4.15) with the acceptance curve (Fig. 4.19) on a bin-by-bin basis. Both the numerator
and denominator were integrated up to 3° for **Na, 3!Na and up to 2° for ¥ Mg, corresponding
to the scattering-angle gate (measured from the laboratory-frame z-axis) used in the gamma-ray
spectra analyses in Sects. 4.6, 4.7, and 4.4. To ensure the sensitivity to Coulomb excitation
components [83, 84, 110], smaller angle cuts of 3° were chosen in the present analysis of 3%3!Na,
while a different cut of 2° was adopted for 3*Mg to be consistent with the previous work [76]. This
procedure yielded reaction product acceptances of 0.905, 0.903, and 0.908 for 30Na, 3!Na, and

32Mg, respectively.
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4.4 Benchmark of Analysis Procedure with ¥>Mg

The primary motivation for this analysis was to determine the electric quadrupole transitions
strengths to low-lying excited states (B(E2 7)) in *°Na and *'Na. Quantifying the B(E2 1) values
to these excited states provided insight into the structure of these nuclei, while also supplying
information on systematic trends in the N = 20 island of inversion. To this end, the amount of
gamma rays detected by GRETINA from the de-excitation of excited states had to be determined.
To validate the methods utilized in this analysis, 3>Mg was utilized to benchmark the cross-section
determination procedures. The cross sections obtained from this benchmark analysis are consistent
with those reported by Revel er. al. [76], whose results are based on the same experiment performed

for 3°Na and 3! Na.
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Figure 4.20: Secondary beam components separated by the time-of-flight (TOF) technique. The
time-of-flight technique relies on timing differences between a reference timing signal produced
from a scintillator located within the S800 focal plane (E1), and two timing signals produced by
scintillators located at the A1900 focal plane (XFP) and Object station (OBJ). Both axes are defined
relative to the E1 reference signal: the y-axis represents the timing difference between E1 and XFP,
whereas the x-axis shows the difference between E1 and OBJ. The red line represents a software
gate applied to select the 3>Mg incoming beam.
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The secondary beam of *>Mg was identified by using the correlation between two time-of-flight
(TOF) detectors as shown in Fig. 4.20, where the red line corresponds to a software gate to isolate
the desired beam component. The detectors consisted of plastic scintillators located at the focal
plane of the A1900 focal plane (XFP), Object station (OBJ), and S800 focal plane (E1) as described
in Sects. 3.3.1 and 3.4.2, respectively. In the two-dimensional time-of-flight histogram in Fig. 4.20,
the ion’s flight duration from the XFP location to S800 focal plane increases downward along the
y-axis, whereas the flight time increases leftward on the x-axis. The four intense blobs seen in
Fig. 4.20, starting from the upper right blob and moving diagonally downward (i.e. downward and

leftward) correspond to 32Mg, 30Na, 3!Na, and %°Ne.
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Figure 4.21: Particle identification plot (PID) produced from applying a software gate selecting the
32Mg secondary beam. The y-axis corresponds to energy loss in the S800 focal plane ion chamber
with the x-axis representing the time-of-flight difference between the E1 and OBJ signals. The
most prominent cluster corresponds to *>Mg ions that reached the S800 focal plane. A software
gate, shown as a red circle, was applied to select the scattered >>Mg ions after passing through the
TRIPLEX device holding the Beryllium and Tantalum target foils. This ensured that the resulting
gamma-ray spectrum contained inelastically scattered >2Mg ions.

Once the software gate seen in red in Fig. 4.20 was applied, the outgoing particle identification

(PID) plot seen in Fig. 4.21 was generated. The y-axis of this histogram represents the energy
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lost by the ion as it traversed the 16 different sub-ion chambers (see Sect. 3.4.3), with the x-axis
representing the time-of-flight difference between the E1 and the OBJ scintillator. The most intense
blob in Fig. 4.21 contains both elastic and inelastically scattered 3*Mg ions, where the red circle
around it was the applied software gate to ensure we gated on 3>Mg reaction products. In addition
to 3> Mg, there are several other reaction products visible in the plot. These additional reaction

products were not of interest due to not being statistically significant and not the main goal of this

analysis.
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Figure 4.22: Two-dimensional Doppler-corrected gamma-ray spectrum for 3>Mg optimized for
reactions originating on the Tantalum foil. The y-axis represents the gamma-ray’s emission angle
defined by the main interaction point in GRETINA. The x-axis is the Doppler-corrected energies
of the gamma rays detected by GRETINA. Two distinct lines are observed near 900 keV belonging
to the 27 — OQS. transition. The lower-energy gamma-ray line is associated with the de-excitation
of the 27 state following reactions on the Tantalum target, whereas the higher-energy line results
from reactions involving the Beryllium target foil.

Using the software gates applied to select the incoming beam and reaction products (Figs. 4.20
and 4.21), the two-dimensional spectrum shown in Fig. 4.22 was produced. The spectrum shown
in Fig. 4.22 also incorporates a time gate isolating the prompt y rays (Fig. 4.23), in addition

to a scattering-angle condition restricting the reaction products to Qicaagt' < 2° [76]. The y-axis
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represents the angle OgreTina at which the gamma ray was detected in GRETINA, defined as the
gamma-ray’s angle of emittance determined by the main interaction point in GRETINA. The x-axis
is the Doppler-corrected energies of detected gamma rays. The two-dimensional histogram in Fig.
4.22 depicts the relationship between the Doppler-corrected gamma-ray energy, velocity of the ion

at the time of emittance, and OgreTina as described in Sect. 2.1.1.
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Figure 4.23: Two-dimensional histogram displaying the selection of prompt gamma rays, visualized
as a red rectangle, from de-excitations associated with ¥Mg. The y-axis corresponds to the
timestamp difference between events in GRETINA and correlated *>Mg event in the E1 scintillator.
The x-axis is the Doppler-corrected gamma-ray energy.

The prompt gamma-ray gate that was applied entailed selecting a narrow range of events in
which the timing difference between the timestamp of an event in GRETINA and a correlated >Mg
event in the E1 scintillator was small, as seen in Fig. 4.23. The prompt gamma-ray gate greatly
suppressed the amount of background contamination in our gamma-ray spectrum. The two-line
structure observed around 900 keV in Fig. 4.22 corresponds to de-excitation gamma rays from the
27— Ofb,'_s. transition at 885 keV in >Mg, where the histogram was Doppler corrected for reactions

occurring on the Tantalum foil. The lower- and higher-energy lines originate from reactions on the
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Tantalum and Beryllium foils, respectively. As explained in Sect. 2.1.1, the Doppler correction of a
gamma ray depends on the angle of emittance and velocity Bion (Bion = Vion/c). lons that undergo a
reaction on the Beryllium foil will be moving at velocity g, and similarly S, for the Ta foil, where
BBe > B1a due to the Beryllium foil being upstream of the Tantalum foil. This results in gamma rays
originating from reactions on the Beryllium foil being at higher energies due to stronger Doppler
shifts.

Projecting the two-dimension histogram illustrated in Fig. 4.22 onto the x-axis gives the gamma-
ray spectrum for 32Mg (Fig. 4.24), where no angle cut was introduced for the gamma-ray emission
angle. This figure represents the energy spectrum for gamma rays measured by all GRETINA
detectors where a Doppler correction was performed utilizing the gamma-ray emission angle and
the ion velocity at the downstream face of the Tantalum foil, Br, = 0.362302. For this reason, the
Beryllium gamma-ray peak is much wider than the Tantalum gamma-ray peak. The peak labeled
Ta correspond to reactions originating on the Tantalum target (i.e. Tantalum gamma-ray peak) and
those originating from the Beryllium target (i.e. Beryllium gamma-ray peak) are labeled with Be.

In addition to experimental data, Fig. 4.24 includes a double-exponential background (gray),
and the Tantalum (blue) and Beryllium gamma-ray peaks (orange) of the 2] — 0" transition.
The sum of the double exponentials and individual Tantalum and Beryllium gamma-ray peaks are
shown in red, consistent with experimental data. The double exponentials were parameterized from
a fit to the experimental data using the log-likelihood method. The Tantalum and Beryllium peaks
were simulated with the G4Lifetime software (Sect. 4.1.2), and once properly calibrated (Sect.
4.1.2.1), the simulation requires four main parameters to reproduce the gamma-ray spectrum: the
direct population fraction of the state, the lifetime of the state, the level energy, and the gamma-ray
transition energy. Given that there was no cascade for this benchmark analysis, the direct population
fraction for the 27 state was to set 100%. The level energy and transition energy were obtained from
the National Nuclear Data Center (NNDC) [120], with the lifetime of 16.4 ps obtained from Elder et.
al. [23]. Furthermore, the ability to specify the fraction of reactions on the Beryllium target relative

to the Tantalum target in the simulation is also available. This feature was utilized to simulate the
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Figure 4.24: One-dimensional Doppler-corrected gamma-ray spectrum for 32Mg optimized for
reactions originating from the Tantalum target foil. The spectrum was produced from applying
gates seen in Figs. 4.20, 4.21, 4.23, with an additional 2° scattering angle gate defined from the
laboratory’s z-axis. The Tantalum (Ta) and Beryllium (Be) peaks for the 27 — Oy, transition are
marked accordingly.

Beryllium and Tantalum gamma-ray peaks separately, as it was done for the *°Na (Sect. 4.6) and
3INa (Sect. 4.7) analyses. The combined fitting function, consisting of the double exponentials
and the Beryllium and Tantalum gamma-ray peaks, were fit to the data utilizing the log-likelihood
method. The gamma-ray efficiencies for each peak were determined via the procedure outlined
in Sect. 4.1.2.1. Neutron induced background can also impact the Doppler-corrected spectrum
due to the laboratory frame gamma-ray peaks creating a spread of energies [121]. These neutron
background contributions may contaminate the region in which our peaks of interested are located,
further complicating the analysis. For the *>Mg gamma-ray spectrum, no neutron background
contributions were present, thus none were included in the simulation.

The cross-section results from reactions on the Beryllium and Tantalum gamma-ray peaks from
this benchmark analysis and those reported by Revel et al. [76] are presented in Tab. 4.2. The

agreement between the two results indicate that the cross-section determination procedure, the
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efficiency calibration procedures, and the G4Lifetime calibration procedure are reliable. This
conclusion establishes that the methods utilized in determining the cross sections for 3Na and

3INa, which are used in determining the B(E2, 1) to low-lying excited states, are also reliable.

o(JT — J}T) This work Revel et. al [76]
o5e(05, =20 15(3) 152)
ora(0gs. — 27) 76 (6) 75 (8)

Table 4.2: Comparison of the excitation cross sections to the 27 state in Mg using a scattering

angle gate of 934" < 2° for each target foil obtained from the present benchmark analysis and those
Lab

reported in Ref. [76].

4.5 Quantifying Background Contamination

In addition to quantifying the gamma-ray yield for peaks of interest from **Na and *!Na, deducing
the amount of contaminant gamma rays is also necessary. The contaminant gamma-ray peaks
impact the Doppler-corrected spectrum as they may overlap with regions of interest [121], inflating
the gamma-ray yield for transitions observed in **Na and *'Na. To this end, an iterative procedure
was established to quantify the amount of contaminant background in the respective gamma-ray
spectra. This section will provide a qualitative description of the process undertaken to quantify the
amount of neutron-induced background contributions relevant in the gamma-ray spectra of >°Na
and 3!Na.

Both 3°Na and 3'Na contained a prominent 511-keV gamma-ray peak produced from electron-
positron annihilation, in addition to neutron-induced gamma rays. The peak near 600 keV, visible
in the right panel of Fig. 4.25, originates from the 74Ge(n, n’y)74Ge* reaction [96, 121, 122], where
its triangular shape is due to the recoiling Germanium nucleus. Only background gamma rays that
were pertinent to the analysis of the peaks of interest were included in the G4Lifetime simulation.

Figs. 4.25 and 4.26 display an example of the first and second iterations of this process,

respectively. In the first iteration, the Doppler-corrected spectrum was fit first without any simulated
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Figure 4.25: First iteration in the process of quantifying background gamma-ray peak contributions
for ' Na. The Doppler-corrected spectrum, shown in the left panel, was fit without any background
contributions to determine the initial set of parameters associated with peaks of interest, Py =
{p1,p2,-..}. A corresponding fit to the laboratory-frame spectrum, shown on the right, was used
to extract the initial background scaling parameter bpkgo. Both spectra were fit with simulations
from G4Lifetime.

250 T Daa 250r t Data
: —— Simulation : —— Simulation
200/~ Exponential 200/ Exponential
> r — 7/2" population| = r —— 7/2* population
[ L Ta 5/2* population e r 5/2* population
< 150~ lBe [ Jlab-gamma < 150 [ Jlab-gamma
@ ? r
15 15
S 100f S 100§
o] o
(&) ; (&) K
50 4 'II"
00 400 500 600 700 800 900 100011001200

OO 400 500 600 700 800 900 100011001200

Doppler-corrected Energy (keV) Doppler-corrected Energy (keV)

Figure 4.26: Second iteration in the process of quantifying background gamma-ray peak con-
tributions for 3!Na. The Doppler-corrected spectrum, shown in the left panel, was fit with the
background contributions determined from the first iteration (bypkg ) resulting in the second set of
scaling parameters for the peaks of interest, P; = {p1, p2, ...}. Subsequently, the laboratory-frame
spectrum was fit with the constraint of P, as shown in the right panel, producing an updated
background scaling parameter, by, 1. Both spectra were fit with simulations from G4Lifetime.

background contributions, as shown in the left panel of Fig. 4.25. This provided the initial set of
fitting parameters associated with the peaks of interest, which are denoted by Py = {p1, p2,...}.
The parameters p;, obtained with ROOT, represent the individual scaling factors for each simulated

transition response stemming from the population of excited states in each foil. For example, in
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3INa, p; corresponds to the (7/27) — (5/2%) — 3/ 25 . cascade following the population of the
(7/2%) state from reactions on the Be foil. The parameter p> corresponds to the (5/2%) — 3/25 ¢
transition stemming from the direct population of the (5/2%) state on the Be foil. In the second step
of the first iteration, the simulated laboratory-frame gamma rays were fit to the experimental data
without including the simulated projectile-frame gamma rays. This procedure, shown in the right
panel of Fig. 4.25, yielded the initial background scaling parameter by 0.

In the second iteration, the background scaling parameter obtained in the first iteration, bykg 0,
was used as a constraint when fitting the experimental Doppler-corrected spectrum, while letting
the scaling parameters associated with the peaks of interest vary. The result of this is illustrated in
the left panel of Fig. 4.26. This gives rise to an updated set of scaling parameters corresponding to
the peaks of interest, denoted by P;. The updated set of parameters, P, are then used as constraints
when fitting the experimental laboratory-frame spectrum, which is illustrated in the right panel of
Fig. 4.26. This iterative cycle was repeated until the fitting parameters for both the peaks of interest
and the background converged to satisfactory values. These values were then incorporated into the

fitting procedure of 33! Na.

4.6 °Na Analysis

Determining the reduced transition strengths to the low-lying (3*) and (4*) excited states in >°Na
can be broadly stated to involve quantifying the gamma rays detected by GRETINA, assessing
the gamma-ray efficiency of GRETINA (Sect. 3.5.3), accurately modeling the incoming beam and
reaction products (Sect. 4.1.2.1), evaluating the acceptances of the S800 spectrograph as a function
of scattering angle (Sect. 4.3), and using FRESCO (Sect. 4.2.1). This section discusses the work

undertaken to deduce the B(E2;2f  — 3%) and B(E2;2{ — 4*) transition strengths in Na.

4.6.1 Particle Identification of 3°Na

Identification of the secondary 3°Na beam was achieved using time-of-flight (TOF) measurements,

as shown in Fig. 4.27, utilizing the same scintillator detectors described in Sect. 4.4. A software
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gate, shown in red in the same figure, was applied to isolate the 3°Na component of the beam.
The flight time of the ions in Fig. 4.27 increases downward along the y-axis, whereas it increases

leftward along the x-axis.
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Figure 4.27: Secondary beam components separated by the time-of-flight (TOF) technique. The
time-of-flight technique relies on timing differences between a reference timing signal produced
from a scintillator located within the S800 focal plane (E1), and two timing signals produced by
scintillators located at the A1900 focal plane (XFP) and Object station (OBJ). Both axes are defined
relative to the E1 reference signal: the y-axis represents the timing difference between E1 and XFP,
whereas the x-axis shows the difference between E1 and OBJ. The red line represents a software
gate applied to select the **Na incoming beam.

Applying the software gate shown inred in Fig. 4.27 produced the outgoing particle identification
(PID) spectrum displayed in Fig. 4.28. In this histogram, the y-axis corresponds to the average
energy loss of each ion across the 16 sub-ion chambers (see Sect. 3.4.3), while the x-axis represents
the time-of-flight difference between the E1 and OBJ scintillators. The most intense cluster in
Fig. 4.28 contains both elastically and inelastically scattered *°Na ions. A red circle indicates
the software gate applied to isolate the 3*Na reaction products. Although several other reaction
products are also visible, they were excluded from further analysis due to their limited statistical

significance and their irrelevance to the study.
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Figure 4.28: Particle identification plot (PID) produced from applying a software gate selecting the
30Na secondary beam. The y-axis corresponds to energy loss in the S800 focal plane ion chamber
with the x-axis representing the time-of-flight difference between the E1 and OBJ signals. The
most prominent cluster corresponds to 3°Na ions that reached the S800 focal plane. A software
gate, shown as a red circle, was applied to select the scattered 3°Na ions after passing through the
TRIPLEX device holding the Beryllium and Tantalum target foils. This ensured that the resulting
gamma-ray spectrum contained inelastically scattered **Na ions.

4.6.2 Gamma-Ray Spectrum

A time gate (similar to Fig. 4.23) was applied to isolate the prompt gamma rays from most
background contributions. To best distinguish between the Ta and Be peaks, gamma rays detected
at angles up to 55° from the laboratory-frame z-axis were selected. Furthermore, a scattering angle
of 3°, taken from the laboratory-frame z-axis, was imposed on the 3°Na reaction products. Due to
the scattered **Na ions not being fully covered by the S800 spectrograph in this experiment (see
dy, histogram in Fig. 4.2), a careful inspection was performed to investigate a possible bias in the
gamma-ray spectra. Thus, to obtain a gamma-ray spectrum that is representative of reactions on
both the Be and Ta foils, the data were analyzed as a function of x,, with spectra corresponding to
each 50 mm interval spanning the S800 spectrograph’s xg, shown in Fig. 4.29. It was observed that

the peaks corresponding to excitations from the Ta and Be foils did not follow the expected trend
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of both transition components uniformly changing. Rather, the Ta component of a given transition
was generally more prominent in negative xg, regions, while the Be component became dominant

towards more positive xg, regions.
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Figure 4.29: One-dimensional Doppler-corrected gamma-ray spectra per 50 mm of the S800
spectrograph’s xg, for 30Na. The spectra have been optimized for reactions originating from the Ta
foil. The dashed vertical red lines in each spectrum display the locations of the Ta components of
the 426-keV and 499-keV transitions corresponding to the (3") — 27 and (4%) — (37) decays,
respectively. The Ta component generally appears more prominent for negative xg, values whereas
the Be component becomes further pronounced towards positive values.

This characteristic of the gamma-ray spectrum was attributed to the kinematic behavior of the
30Na as it traversed through the Be and the Ta foils, combined with the acceptance of the S800
spectrograph, depicted by the sharp cut off towards the negative x, region in Fig. 4.30. From the
kinematic curves seen in Fig. 4.31, the *Na reaction product loses more energy as a function of
laboratory-frame scattering angle from reaction on the Be foil. Thus, ions that have inelastically

scattered from the Be foil have lost more energy and tend towards positive xf, whereas those from
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the Ta foil tend towards the more negative xg, region.
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Figure 4.30: Two-dimensional histogram showing the relationship between the angular (afy) and
spatial (xgp) distributions of 30Na ions at the focal plane of the S800 spectrograph. The spectro-
graph’s acceptance is evidenced by the diagonal boundaries extending into both the positive and
negative xgp, regions. The incoming 30Na beam exhibits a non-uniform profile across Xfp, skewing
toward more negative ag, values in the negative spatial region. A sharp cutoff in the beam is
observed at large negative xg, values, reflecting the acceptance limits of the S800 spectrograph.

From this assessment, it was deduced that the S800 spectrograph acceptance reduced the amount
of gamma rays associated with excitations on the Ta foil, biasing the gamma-ray spectrum towards
excitations on the Be foil. To address this, spectra were generated with xg, between -300 and xg,
where xz denotes to the right bound of an applied x, gate. Each spectrum was then fit to determine
the ratio of gamma-ray efficiency corrected counts between the Ta and Be components, R, (Ta/Be).
The selection criterion for xg was guided by the requirement that the resulting R,(Ta/Be) value

for 3°Na be consistent with those of 32Mg (~ 1.5) and 3'Na (~ 1.38). This approach assumed
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Figure 4.31: Kinematic curves for 30Na + ?Be (left) and *°Na + '®1Ta (right) scattering calculated
with LISE++ [123-125]. The dashed horizontal red line corresponds to the energy the ion had
before any reaction took place.

that R, (Ta/Be) values should be comparable between 32Mg,3!Na, and *°Na, given that all three
undergo similar reaction process (i.e. inelastic scattering). Due to the smaller atomic number for
Na isotopes, slightly smaller values in R, (Ta/Be) are expected compared to Mg, as seen in the
2Ne case in Ref. [76]. From this analysis, the right bound was selected to be xz = —50 resulting
in a R,(Ta/Be) ~ 1.0 for 30Na consistent with 3*Mg and 3!Na. The resulting two-dimensional
gamma-ray histogram is shown in Fig. 4.32, where the y-axis indicates the angle at which the
gamma ray was detected in GRETINA and the x-axis corresponds to the Doppler-corrected energy.
The associated one-dimensional spectrum for 3°Na with gamma rays detected up to 55° from the
laboratory-frame z axis is shown in Fig. 4.33 with R, (Ta/Be) ~ 1.0.

The two-peak structure in Fig. 4.33 can be explained with the illustration in Fig. 4.34. The
25 mm separation between the Be and Ta foils ensured that all excitations originating in the Be foil
decayed before reaching the Ta foil. This is illustrated in Fig. 4.34 (a) by the blue (Be component)
and red (Ta component) arrows, along with the corresponding two-dimensional histogram in

Fig. 4.34 (b) highlighting the associated components. Figure 4.34 (b) shows a two-dimensional
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Figure 4.32: Two-dimensional Doppler-corrected gamma-ray spectrum for 3°Na, optimized for
reactions on the Tantalum (Ta) foil. The y-axis shows the gamma-ray emission angle, defined by
the main interaction point in GRETINA, while the x-axis corresponds to the Doppler-corrected
gamma-ray energy. Due to limited statistics, only the (3%) — 23 ¢ transition components originating
from reactions on the Be and Ta foils are distinctly visible. The lower-energy line is associated
with the de-excitation of the (3%) state following reactions on the Ta foil, while the higher-energy
line corresponds reactions on the Be foil. The horizontal dashed red line corresponds to the angle
cut OGreTiNA < 55° that was imposed.

histogram Doppler-corrected for excitations on the Ta foil, resulting in a straight red band (Ta

component) and a diagonally spread blue band (Be component).

4.63 2, — (4") Excitation

The excitation cross section to the (4%) state in *°Na was extracted by quantifying the gamma-ray
efficiency-corrected counts from the (47) — (3%) and (4%) — 27 transitions having 925- and
499-keV de-excitation energies, respectively [55, 126]. This state was simulated at an excitation
energy of 925 keV [54-56, 126, 127], assuming a mean lifetime of 7 = 5 ps. The lifetime was
estimated by fitting the simulated line shape to the experimental spectrum. A more detailed lifetime

analysis was not possible due to the lack of multiple target distance settings in this experiment [24,
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Figure 4.33: One-dimensional Doppler-corrected gamma-ray spectrum for 3°Na, optimized for
reactions originating on the Tantalum (Ta) foil, gated for the laboratory-frame gamma-ray GRETI-
INA detection angle up to 55°. A separate gate was applied to restrict the laboratory scattering
angle up to 3°. The data are represented with black dots and error bars, with laboratory-frame
background contributions shown in gray. Simulated decay of the (3*) state populated directly in
the reaction is shown by the orange histograms, while gamma-ray decays associated with the (4%)
direct population are represented by the blue histograms. The sum of all components is shown by
the red histogram. The Tantalum (Ta) and Beryllium (Be) peaks for each transition are marked
accordingly.

58,90, 121, 128, 129]. Both transitions were simulated independently, with separate simulations
also performed for the Be and Ta components. Yields associated with the direct population of
the (4") state are indicated by the blue arrows and histograms in Fig. 4.33. The peaks labeled Ta
correspond to reactions originating on the Tantalum foil (i.e. Tantalum gamma-ray peak) and those
originating from the Beryllium foil (i.e. Beryllium gamma-ray peak) are labeled with Be. The

excitation cross section to the (4%) state (04+) was determined via the equation

®
Y, = ( B ) Noy€, €S (4.24)

acc.
1B

where the incoming beam (&5™) and reaction products (ex;°) S800 acceptances are those quoted
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Figure 4.34: Effect of the 25 mm target separation on emitted gamma rays. Panel (a) illustrates
gamma-ray emission following reactions on the Be (blue) and Ta (red) foils. Panel (b) shows
the corresponding two-dimensional histogram, with GRETINA detector angle on the y-axis and
Doppler-corrected energy on the x-axis. The energy correction in panel (b) has been optimized for
gamma rays originating from the Ta foil.

in Sects. 4.3.1.1 and 4.3.1.2. As shown in Eq. 4.24, the cross section depends on the ratio of

Eacc. /eacc.

B /€gp » not on the absolute value of each individual acceptance. Furthermore, part of the

systematic error associated with determining the cross section depends on the accuracy of the ratio.
Due to the dependence on the ratio and not the absolute values themselves, this ensured that the
systematic errors in the acceptance calculations described in Sects. 4.3.1.1 and 4.3.1.2 are well
under control. The gamma-ray efficiencies for each transition were determined by following the

procedure described in Sect. 3.5.3. The target number density N is given by

N=1t—— (4.25)

where N4 is Avogadro’s number, m 4 is the atomic mass (A) of the material, and ¢ is the thickness of
the material. The areal density of the foil was determined from a weight measurement and known
dimensions of the foil, allowing the foil thickness to be determined if the material density (p) is
well known. For this experiment, the *Be and '3!Ta foils were measured to have a thickness of
0.370 g/cm? and 2.158 g/cm?, respectively. The incoming beam was determined from the S800

spectra that were produced from the software gate selecting the 3°Na beam (seen in red in Fig. 4.27).
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The gamma-ray yield Y, was determined from the gamma-ray counts from the (4*) — (3*) and
(4%) — 25 ¢ transitions.

No dead-time corrections were applied to the detected gamma rays or the number of incoming
projectiles. The S800 data acquisition system is triggered by the E1 scintillator located at the
focal plane, which experiences periods of dead time during signal processing. Broadly stated,
GRETINA can be coupled to auxiliary systems (such as the S800 spectrograph) to receive external
trigger signals to readout data stored locally on digitizers. The coupled S800-GRETINA data
acquisition system ensures that GRETINA events are properly correlated with the corresponding
El scintillator events. Since both the gamma-ray readout in GRETINA and the time-of-flight
method used to determine the number of incoming beam projectiles rely on the E1 scintillator, any
associated dead-time effects effectively negate in Eq. 4.24.

To account for an unknown amount of beam loss caused by the S800 spectrograph — evident
from the sharp diagonal cutoff at negative xg, values in Fig. 4.30 — an additional incoming beam
gate was applied, while all other gates remained unchanged. This additional gate excluded a region
of the xg, in which beam particles were lost due to the spectrograph’s acceptance. The difference
between the cross section extracted using this modified gate and the original cross section from
Fig. 4.33 was added in quadrature to the total uncertainty. The angle-integrated inelastic scattering
cross sections for the direct population of the low-lying (4*) state in 3°Na for the Be and Ta foils

are shown in Table 4.3.

Jr— Jt E o3&, o3&

f exp. exp.
(keV)  (mb) (mb)
ONa 2§ — (4" 925 5(1) 18(4)

Table 4.3: Inelastic scattering cross sections for the 2, — (4") excitation in 39Na from the present
work. Cross sections for each foil were obtained from the (4%) — (3%) and (4%) — 23 decays.
Results for both Be and Ta targets are shown.

The reduced transition strength B(E2, 25, — (4")) was extracted by comparing the experimen-

tally determined cross sections in Table 4.3 to angle-integrated cross sections from coupled-channel
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calculations performed with FRESCO [80, 130], following the procedures described in Refs. [76, 83].
This process is outlined in Fig. 4.35. To meaningfully compare the experimental cross sections with
the coupled-channel calculation, the beam characteristics — namely, the incoming beam profile,
finite beam spot size, and angular distribution — were incorporated into the monte carlo simula-
tion together with differential cross section calculations obtained from FRESCO, as discussed in
Sects. 4.2.1 and 4.3.1. Due to the lack of elastic scattering data for the present reaction, the set
of optical model parameters from the 7O + 28Pb reaction [81] were adopted into this analysis.
To assess the sensitivity of the results to the choice of optical model parameters, an alternative
theoretically-derived potential was employed [109], constructed from a complex G-matrix inter-
action, CEGO7 [115, 116]. Due to the restriction of the derived optical model potentials from
Ref. [109] being limited to even-even projectile nuclei with a target mass range of A = 12 — 208,

the ¥Mg + 2C and ¥Mg + '8!Ta potentials were calculated for the 3>3!Na + °Be and 3*3!Na +

1813 reactions.
Measure o for Be Match measured o, to Match measured o+, with Extract B(E2) value
(0ge) and Ta (07, ) fupp constrain nuclear - coupled-channel | from the Coulomb
foils contributions (84) with calculation by varying contribution
coupled-channel Coulomb contribution
calculations (M(E2))

Figure 4.35: Diagram outlining the general procedure used in obtaining the nuclear deformation
length § 4 and the reduced transition strength B(E2 T).

The two main parameters varied in the FRESCO analysis were the nuclear deformation length,
04, and the reduced electromagnetic £2 matrix element, M (E2). In FRESCO, the evaluation of
the reduced matrix element is model dependent [131, 132], and in the simple axially symmetric

deformed rotor model, it is defined as [131]

(JrllO(E2)||J:)
V2T, + 1 (J;K20|J ;K

M(E2) = (4.26)
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where (J¢||O(E2)||J;) is the reduced E2 matrix element, K is the rotational band head, (J;K20|J s K)
is the Clebsh-Gordan coefficient, and M (E?2) is the intrinsic £2 matrix element. The E2 reduced

transition strength is then given by [7, 31]

_ [rlIO(ED) 1) 2

B(E2;J; — Jy) 2D

(4.27)

We first investigated the nuclear deformation lengths, where results using the measured cross

sections to the (4*) from excitations occurring on the *Be foil are summarized in Table 4.4.

oa (fm)
Jr—J7 T0+*%Pb ¥Mg+"2C

30 0.17 0.16
Na 25 — (4%) 15175, 1.38(% s

Table 4.4: Extracted nuclear matter deformation lengths (d4) from inelastic scattering on the °Be
target for the 2 — (4%) excitation. Results from the 7O + 2*Pb [81] and *Mg + '*!Ta [109]
optical model potentials are listed.

The B(E2 1) strengths were extracted by determining the £2 matrix elements from the measured
1813 foil cross sections, which assumed equal amounts of nuclear contributions between the Ta
and Be foils. Similarly, using the deformation lengths obtained from each optical model potential,
the corresponding B(E2 T) strengths are shown in Table 4.5. Although the results are in good
agreement, the dependence on optical potential is not negligible. Therefore, an average was
determined from the two obtained B(E2 T) values, where error includes both statistical and

systematic contributions, including those arising from the choice of potential.

B(E21) (2 fm*)
Jr = Jj 70 +208pp Mg + B1Ta  Avg.
Na 28 — (4 69(*33 57(3)  64(*%)

Table 4.5: Extracted reduced transition probabilities to the (4*) state, B(E2,2;, — (47)), from

inelastic scattering on the 181y target and 64 from Table 4.4. Results from the 170 + 208pp [81]
and ¥>Mg + '81Ta [109] optical model potentials are listed. Averages are also shown.
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4.6.4 2, — (3") Excitation

The excitation cross section to the (3%) state in **°Na was determined by analyzing gamma-ray
efficiency-corrected counts from the 426-keV (3%) — 27 transition, while accounting for feeding
from the (4*) — (3") decay. This state was simulated at an excitation energy of 426 keV [54—
56, 126, 127], assuming a mean lifetime of 7 = 18 ps. The lifetime was estimated by fitting
the simulated line shape to the experimental spectrum. A more detailed lifetime analysis was
not possible due to the lack of multiple target distance settings in this experiment [24, 58, 90,
121, 128, 129]. Separate simulations were generated for the Be and Ta foil components, where
yields associated with the direct population of the (3*) state are indicated by the orange arrow and
histograms in Fig. 4.33. The peaks labeled Ta correspond to reactions originating on the Tantalum
foil (i.e. Tantalum gamma-ray peak) and those originating from the Beryllium foil (i.e. Beryllium
gamma-ray peak) are labeled with Be. The excitation cross section to the (3%) state (03+) was
determined via Eq. 4.24. A process identical to what was described for the 2gs. — (47) excitation

(Sect. 4.6.3) was performed for the 25, — (3%) case.

4.6.4.1 Gamma-Ray Yield Feeding Corrections

To accurately determine the (3*) excitation cross section, it was necessary to account for feeding
contributions from the higher-lying (4%) state reactions arising from the Ta and Be foils. This
was achieved by simulating — for each foil — the cascade resulting from the direct population
of the (4%) state, namely, the (4%) — (3%) and (3") — 2; sequence. This sequence was
simulated independently from the (4*) — 2‘g*.si decay. In this manner, the Be and Ta components
associated with each transition were determined. Having obtained all the components, the observed
(3*) —> 2;5. transition was distinctly composed of contributions from the direct population of both
the (4%) and (3") states, along with background components. Thus, the angle-integrated inelastic
scattering cross sections for the direct population of the low-lying (3*) state in *Na for the Be and
Ta foils — summarized in Table 4.6 — were calculated from decays stemming only from the direct

population of the (3%) state.
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Jr— JT E  o(3)g o(3)%

f exp. exp.
(keV) (mb) (mb)
30Na 2Jgﬁs_ — (3%) 426 9(2) 32(5)

Table 4.6: Inelastic scattering cross sections for the 23, — (3%) transition in 30Na from the present
work. Results for both Be and Ta targets are shown.

From the deduced cross sections listed in 4.6, the nuclear deformation lengths (64) and E2
reduced transition strengths B(E2, 25, — (3")) were determined. The process to determine each
value followed the diagram in Fig. 4.35, where the process taken is identical to what is described in
Sect. 4.6.3. The extracted 4 values are listed in Table 4.7, with the associated B(E2, 2Jg"s_ — (3%)
presented in Table 4.8. While the results show good agreement, the dependence on the choice of
optical model potential is not negligible. Consequently, the adopted B(E2 T) value was taken as
the average of the two, with the uncertainty containing both statistical and systematic contributions,

including those associated with the optical potential.

o4 (fm)
Jr — J* 170+208Pb 32Mg+ 12C
i f
ONa 2f — (3% 1.37(%013) 1.26(°01)

Table 4.7: Extracted nuclear matter deformation lengths (6,4) from inelastic scattering on the °Be
target for the 2;5. — (3*) excitation. Results from the 7O + 2%8Pb [81] and 32Mg + 18173 [109]
optical model potentials are listed.

B(E21) (®fm*)

Jr—=J7 T0+2%Pb PMg+'¥'Ta  Avg.

ONa 25— (3 129(*3) 113(%2)  122(*3

Table 4.8: Extracted reduced transition probabilities to the (3*) state, B(E2,25, — (3)), from

inelastic scattering on the '8! Ta target and 64 from Table 4.7. Results from the 7O + 2%8Pb [81]
and *’Mg + '81Ta [109] optical model potentials are listed. Averages are also shown.

The branching ratios for the (4¥) — (3*) and (4%) — 2;.3. transitions were determined from

the gamma-ray spectrum over the full S800 xg, range. Owing to the experimental setup, these
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Figure 4.36: Comparison of branching ratios obtained in the present work with those reported in
Refs. [55, 126]. The gamma-ray spectrum was generated using the full x¢, range (=300 to 300) to
determine the branching ratios. The red histogram represents a simulation based on the branching
ratios obtained from this work, while the green histogram corresponds to the literature values. The
individual components de-exciting the (3*) and (4*) states were constrained in the same manner as
in Fig. 4.33, but are not shown here. For reference, the red histogram based on the branching ratios
determined in this work is overlaid with the prediction using the values reported in Ref. [126] for
the (4*) — (3") transition near 500 keV. The disagreement between the green histogram and the
experimental data highlights the inconsistency of the literature values.

ratios were independently extracted from decay components associated with the Ta and Be foils.
The results obtained from the two foils were consistent within 1%, with their average producing
branching ratios of 77(16)% for the (4%) — (3) transition and 23(11)% for the (4%) — 25
transition. Conversely, previous measurements reported in Refs. [55, 126] found significantly
different values for these transitions. Namely, Petri et al. [126] report 40(5)% and 60(8)% while
Seidlitz et al. [55] report 33(10)% and 67(10)% for the (4*) — (3%) and (4¥) — 2y transitions,
respectively. To examine the discrepancy in branching ratios, a simulation incorporating the values
reported in Refs. [55, 126] was compared with the experimental gamma-ray spectrum from this

work. As shown by the green histograms in Fig. 4.36, the simulation predicts a (47) — 2§ yield
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nearly twice that of the red histogram, which is incompatible with the present data. Notably, the
present dataset provides significantly improved statistics and energy resolution for the 499-keV

(4*) — (3") transition compared to earlier measurements.

4.7 3'Na Analysis

The determination of reduced transition strengths to the low-lying (5/2%) and (7/2%) excited states
in 3!Na broadly involves quantifying the gamma rays detected by GRETINA, evaluating GRETINA’s
gamma-ray efficiency (Sect. 3.5.3), accurately modeling the incoming beam and reaction products
(Sect. 4.1.2.1), assessing the acceptance of the S800 spectrograph as a function of scattering angle
(Sect. 4.3), and performing coupled-channel calculations with FRESCO (Sect. 4.2.1). This section
details the procedures undertaken to extract the B(E2;3/2;, — 5/2%) and B(E2;3/25, — 7/2%)

transition strengths in 3'Na.

4.7.1 Particle Identification of *!Na

The secondary 3!Na beam was identified through time-of-flight (TOF) measurements, as illustrated
in Fig. 4.37, using the scintillator detectors described in Sect. 4.4. A software gate — highlighted
in red in the figure — was applied to selectively isolate the 3'Na component. Worth noting is the
software gate selecting the >'Na ions excluding a portion of beam. This was done due to the 3'Na
cluster displaying two distinct components with different intensities. This distinction was made
evident when analyzing the reconstructed energy distributions of the ions. The more intense and
central component was selected for this work. In Fig. 4.37, the ion flight time increases downward
along the y-axis and leftward along the x-axis.

The software gate highlighted in red in Fig. 4.37 was applied to generate the outgoing particle
identification (PID) spectrum shown in Fig. 4.38. In this histogram, the y-axis represents the
average energy loss of each ion across the 16 sub-ion chambers (see Sect. 3.4.3), while the x-
axis corresponds to the time-of-flight difference between the E1 and OBJ scintillators. The most

prominent cluster in Fig. 4.38 comprises both elastically and inelastically scattered >'Na ions. A
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Figure 4.37: Secondary beam components separated by the time-of-flight (TOF) technique. The
time-of-flight technique relies on timing differences between a reference timing signal produced
from a scintillator located within the S800 focal plane (E1), and two timing signals produced by
scintillators located at the A1900 focal plane (XFP) and Object station (OBJ). Both axes are defined
relative to the E1 reference signal: the y-axis represents the timing difference between E1 and XFP,
whereas the x-axis shows the difference between E1 and OBJ. The red line represents a software
gate applied to select the 3'Na incoming beam.

red circular line marks the software gate used to isolate the 3'Na reaction products. Although other
reaction products are visible, they were excluded from further analysis due to their limited statistical

significance and lack of relevance to this study.

4.7.2 Gamma-Ray Spectrum

A time gate (similar to Fig. 4.23) was applied to isolate the prompt gamma rays from most
background contributions. To best distinguish between the Ta and Be peaks, gamma rays detected
at angles up to 55° from the laboratory-frame z-axis were selected, as indicated by the red line
in Fig. 4.39. Furthermore, a scattering angle of 3°, taken from the laboratory-frame z-axis, was

imposed on the 3'Na reaction products.
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Figure 4.38: Particle identification plot (PID) produced from applying a software gate selecting the
3INa secondary beam. The y-axis corresponds to energy loss in the S800 focal plane ion chamber
with the x-axis representing the time-of-flight difference between the E1 and OBJ signals. The
most prominent cluster corresponds to 3'Na ions that reached the S800 focal plane. A software
gate, shown as a red circle, was applied to select the scattered ' Na ions after passing through the
TRIPLEX device holding the Beryllium and Tantalum target foils. This ensured that the resulting
gamma-ray spectrum contained inelastically scattered 3'Na ions.

The two-peak structure in Fig. 4.40 can be best understood via the illustration in Fig. 4.34. Due
to the large separation distance (25 mm) between the two foils, all excitations stemming from the
Be foil decay before reaching the subsequent Ta foil. The excitations from each foil are illustrated in
Fig. 4.34 (a) by the blue (Be component) and red (Ta component) arrows. The corresponding decays
are shown in Fig. 4.34 (b) as a two-dimensional histogram of GRETINA detection angle versus
Doppler-corrected energy, where the de-excitations have been optimized for reactions occurring on

the Ta foil.
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Figure 4.39: Two-dimensional Doppler-corrected gamma-ray spectrum for 3!Na, optimized for
reactions on the Tantalum (Ta) foil. The y-axis shows the gamma-ray emission angle, defined by
the main interaction point in GRETINA, while the x-axis corresponds to the Doppler-corrected
gamma-ray energy. Due to limited statistics, only the (5/2%) — 3/ 2;;8' transition components
originating from reactions on the Be and Ta foils are distinctly visible, whereas only a hint of the
two-peak structure for the (7/2%) — (5/2%) decay is apparent at 800 keV. The lower-energy line
is associated with the de-excitation of the (5/2%) state following reactions on the Ta foil, while the
higher-energy line corresponds reactions on the Be foil. The horizontal dashed red line corresponds
to the angle cut Ogrerina < 55° that was imposed.

473 3/24, — (7/27) Excitation

The excitation cross section to the (7/2%) state in 3! Na was extracted by quantifying the gamma-ray
efficiency-corrected counts from the (7/2%) — (5/2%) transition with a 797 keV de-excitation
energy [36, 66, 127, 133]. This state was simulated at an excitation energy of 1171 keV [134],
assuming a mean lifetime of 7 = 3 ps. The determination of the 7 = 3 ps is described in greater
detail in Sect. 4.7.5. The transitions originating from reactions on the Ta and Be foils were simulated
independently. The decays associated with the direct population of the (7/2%) state are indicated
by the blue arrows and histograms in Fig. 4.40. The peaks labeled Ta correspond to reactions

originating on the Tantalum foil (i.e. Tantalum gamma-ray peak) and those originating from the
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Beryllium foil (i.e. Beryllium gamma-ray peak) are labeled with Be. The excitation cross section

to the (7/27) state (077/2+) was determined via the equation

DB
Yy = (_EaCC. ) N0'7/2+ Gyélgcg' (428)
1B

where the incoming beam (€75

15") and reaction products (€3

rp ) 5800 acceptances are those quoted

in Sects. 4.3.1.1 and 4.3.1.2. The gamma-ray efficiencies for each transition were determined by
following the procedure outlined in Sect. 3.5.3. The areal density of scattering centers N is given
by Eq. 4.25, and determined in the same manner as described in Sect. 4.6.3 . The incoming beam
was determined from the S800 spectra that were produced from the software gate selecting the
3INa ions (seen in red in Fig. 4.37). The gamma-ray yield Y, was determined from the gamma-ray
counts from the (7/2%) — (5/2%) transition. Similar to what was done in Sect. 4.6.3, no dead-time

corrections were applied to the detected gamma rays or the number of incoming projectiles.

Jr—J; E 0355 (35,
(keV)  (mb) (mb)
INa 3/2;, — (7/2) 1171 6(1) 28(5)

Table 4.9: Inelastic scattering cross sections for the 23, — (7/2%) excitation in 3INa from the
present work. Results for both Be and Ta targets are shown.

The reduced transition strength B(E2,3/25, — (7/2%)) was extracted by comparing the
experimentally determined cross sections in Table 4.9 to angle-integrated cross sections from
coupled-channel calculations performed using FRESCO [80, 130], as described in Sect. 4.6.3. A
diagram broadly describing the process is shown in Fig. 4.35. To facilitate an accurate comparison
between experimental and theoretically-derived cross sections, the incoming beam profile, finite
beam spot size, and angular spread were incorporated into the monte carlo simulation along with the
differential cross sections obtained from FRESCO. This process is described in Sects. 4.2.1 and 4.3.1.
Due to the absence of elastic scattering data for the present reaction, the optical model parameters
from the 7O + 2%8Pb reaction [81] were adopted. To evaluate the sensitivity of the results to the

choice of optical model parameters, an alternative theoretically-derived potential was employed
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Figure 4.40: One-dimensional Doppler-corrected gamma-ray spectrum for 3'Na, optimized for
reactions originating on the Tantalum (Ta) foil, gated for the laboratory-frame gamma-ray GRETI-
INA detection angle up to 55°. A separate gate was applied to restrict the laboratory scattering
angle up to 3°. The data are represented with black dots and error bars, with laboratory-frame
background contributions shown in gray. Simulated decay of the (5/2%) state populated directly
in the reaction is shown by the orange histograms, while gamma-ray decays associated with the
(7/2%) direct population are represented by the blue histograms. The sum of all components is
shown by the red histogram. The Tantalum (Ta) and Beryllium (Be) peaks for each transition are
marked accordingly.

[109], constructed from a complex G-matrix interaction, CEGO7 [115, 116]. Because the optical
model potentials from Ref. [109] are limited to even-even projectile nuclei with target masses in
the range A = 12 — 208, the **Mg + '>C and 3*Mg + '8! Ta optical model potentials were derived
for the 3*-3'Na + '3!Ta reactions .

The two main parameters varied in the FRESCO analysis were the nuclear deformation length, d 4,
and the reduced electromagnetic £2 matrix element, (J¢||O(E2)||J;). In FRESCO, the evaluation
of the reduced matrix element is model dependent [131, 132]. The definition used for this analysis

is given by that of the axially symmetric deformed rotor model, presented in Eq. 4.26. From the
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reduced matrix element, one can determined the reduced transition strength given by Eq. 4.27.
The nuclear deformation lengths were first determined from the two different optical model

parameters. The results for §4 pertaining to the (7/2%) excited state are presented in Table 4.10.

6a (fm)
JT s J% 170 4 208pp 32Mg+ 12¢
i f
INa 3/25, > (7/2%) 143¢51) 1290912

Table 4.10: Extracted nuclear matter deformation lengths (6 4) from inelastic scattering on the °Be
target for the 3/2F — (7/2*) excitation. Results from the '7O + **®Pb [81] and **Mg + '*'Ta
[109] optical model potentials are listed.

The reduced transition strengths to the (7/2%) state were obtained from the determined E2
matrix elements from the experimentally measured '8!Ta foil cross sections. This assumed an
equal amount of nuclear contributions between the Ta and Be foils. Using the deformation lengths
obtained from each optical model potential, the corresponding B(E2 T) strengths were determined
and are shown in Table 4.11. Although the results are in good agreement, a possible dependence on
optical potential cannot be ignored. Therefore, an average was determined from the two obtained
B(E?2 T) values, where error includes both statistical and systematic contributions, including those

arising from the choice of potential.

B(E21) (e*fm*)

JF—J; 70 +2%pp Mg+ ¥1Ta  Avg.
INa 3/25 — (7/2%) 11503 109(*3; 112(*3]

Table 4.11: Extracted reduced transition probabilities to the (7/2%) state, B(E2,3/25, — (7/2%)),

from inelastic scattering on the '3!Ta target and 64 from Table 4.10. Results from the 7O + 28Pb
[81] and 3*Mg + '81'Ta [109] optical model potentials are listed. Averages are also shown.

474 3/2;, — (5/27) Excitation

The excitation cross section to the (5/2*) state in 3!Na was determined by analyzing gamma-ray

efficiency-corrected counts from the 374 keV gamma-rays stemming from the (5/2%) — 3/ 2;5.
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transition, while accounting for feeding contributions from the (7/2%) — (5/2%) decay. This state
was simulated at an excitation energy of 374 keV [36, 66, 127, 133], assuming a mean lifetime of
7 =1 ps [134]. The lifetime was estimated by fitting the simulated line shape to the experimental
spectrum. A more detailed lifetime analysis was not possible due to the lack of multiple target
distance settings in this experiment [24, 58, 90, 121, 128, 129]. Separate simulations were generated
for the Be and Ta foil components, where yields associated with the direct population of the (5/2%)
state are indicated by the orange arrow and histograms in Fig. 4.40. The peaks labeled Ta correspond
to reactions originating on the Tantalum foil (i.e. Tantalum gamma-ray peak) and those originating
from the Beryllium foil (i.e. Beryllium gamma-ray peak) are labeled with Be. The excitation cross
section to the (5/2%) state (05/2+) was determined via Eq. 4.28. A process identical to what was
described for the 3/25 , — (7/2%) excitation (Sect. 4.7.3) was performed for the 3/25; — (5/2%)

case.

4.7.4.1 Gamma-ray Yield Feeding Corrections

To accurately determine the (5/2%) excitation cross section, it was necessary to account for feeding
contributions from the higher-lying (7/2*) state resulting from reactions on the Ta and Be foils.
This was done by simulating, for each foil, the cascade following the direct population of the (7/2%)
state, specifically, the (7/2%) — (5/2%) and (5/2%) — 3/2g sequence. This approach allowed
the Be and Ta contributions for each transition to be determined. Having obtained all the individual
components, the observed (5/2%) — 3 /2;5‘ transition was distinctly composed of contributions
from the direct population of both the (7/2*) and (5/2%) states, along with background components.
To this end, the angle-integrated inelastic scattering cross sections for the direct population of the
low-lying (5/2%) state in 3! Na for the Be and Ta foils — summarized in Table 4.12 — were calculated
from decays stemming only from the direct population of the (5/2%) state.

From the deduced cross sections listed in Tab. 4.12, the nuclear deformation lengths (64) and
E2 reduced transition strengths B(E2,3/25, — (5/2%)) were determined. The diagram Fig. 4.35

broadly shows the steps taken to determine each value, where the details of the process are identical
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JF—J7 E o3 o3&,

(keV) (mb) (mb)
INa 3/2;, — (5/2%) 374 11(2) 51(8)

Table 4.12: Inelastic scattering cross sections for the 3/25, — (5/27) transition in 3INa from the
present work. Results for both Be and Ta targets are shown.

to what is described in Sect. 4.6.3. The extracted 6 4 are listed in Tab. 4.13, with the associated
B(E2,3/25, — (5/2%) presented in Tab. 4.14. While the results show good agreement, the
sensitivity to optical model potential should not be ignored. Consequently, the adopted B(E2 T)
value was taken as the average of the two, with the uncertainty containing both statistical and

systematic contributions, including those associated with the optical potential.

64 (fm)
i Uy
MNa 3/25 - (5/2) 148C01D)  133C%1)

Table 4.13: Extracted nuclear matter deformation lengths (6 4) from inelastic scattering on the °Be
target for the 3/2;  — (5/2%) excitation. Results from the 7O + 2°5Pb [81] and **Mg + '#'Ta [109]
optical model potentials are listed.

B(E21) (2 fm?)
Jr = J; 70 +2%pp Mg+ ¥1Ta  Avg.
INa 3/2f — (5/24)  214(*) 205(*5)  210(*

Table 4.14: Extracted reduced transition probabilities to the (5/2%) state, B(E2,3/25, — (5/2%)),
from inelastic scattering on the ' Ta target and 6 4 from Table 4.13. Results from the 7O + 293Pb [81]
and **Mg +'31Ta [109] optical model potentials are listed. Averages are also shown.

4.7.5 Lifetime Determination via Lineshape Analysis for the (7/2%) State

The lifetime of the excited state for (7/2%) had to be further investigated due to the excess of

counts that appeared to be statistically significant near 830 keV in Fig. 4.40. To gain a clearer
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Figure 4.41: x? curves as a function of the mean lifetime (7) for the (7/2*) state in 3'Na. The blue
curve shows the y? values obtained from fits that include the bins corresponding to the excess counts
observed near 830 keV in Fig. 4.40. The red curve represents fits performed while excluding those
bins. Open circles denote the y? values obtained from fitting simulated spectra to the gamma-ray
data shown in Fig. 4.40 within the 750-900 keV energy range while varying 7. The red and blue
diamonds are where the minimum y? is found for each curve.

understanding of this excess, a y> analysis was conducted within the region of interest (750—900
keV), comparing results both including and excluding the bins associated with the excess counts,
while systematically varying the lifetime of the (7/2%) state at 1171 keV. The fit including the excess
bins had 25 degrees of freedom, as opposed to 23 degrees of freedom when excluding these bins.
The x? values obtained from this analysis are presented in Fig. 4.41, where open circles represent
fits performed on the 750—-900 keV region both including and excluding the bins associated with
the excess counts. The lifetime extracted from the analysis including these bins is 7 = 3.5(f{'_i) ps.
Likewise, the analysis excluding the excess bins yields a lifetime of 7 = 4.3(10) ps. Comparable
results were obtained for lifetimes between 1 and 5 ps. The spectral shape of the (7/2) — (5/2%)
transition shown in Fig. 4.40 clearly rules out lifetimes exceeding 10 ps, as such values would
produce a distinct two-peak structure that is not observed. As a result from this spectral shape

analysis, the excess counts were attributed to statistical fluctuations in the data. Worth mentioning
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that a more detailed lifetime analysis was not possible due to the lack of multiple target distance

settings in this experiment [24, 58, 90, 121, 128, 129].
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CHAPTER 5

DISCUSSION OF RESULTS

The reduced transition strengths determined for for low-lying excited states in neutron-rich 3*-'Na
offer an improved understanding of the collective properties within the N = 20 island of inversion.
Particularly, the excitation strengths to the first and second excited states provide a means to
assess the presumed common deformation amongst the low-lying states. To this end, two shell-
model calculations utilizing the FSU [135, 136] and SDPF-M [47, 137, 138] effective interactions
were used to interpret the microscopic origin of collectivity. We also compared our results
with calculations based on the USDB [139, 140] interaction, serving as a reference for sd-shell
calculations. Furthermore, the results are interpreted within the frame of an axially-symmetric
deformed rotor, in addition to its asymmetric counterpart — the triaxial particle-rotor model. This
chapter will provide a brief discussion on results previously reported, along with interpretations
made based on available theoretical shell-model predictions and rotor models. The latter entails
interpretations with an axially-symmetric rotor, along with a comparison to an axially asymmetric
particle-rotor model to evaluate the sensitivity of the present measurements to triaxiality — a form
of non-axial deformation of the nucleus.

We first compare the results obtained in this work with those reported in the literature [54—
56, 126, 127]. Table 5.1 summarizes the reduced E?2 transition strengths, Coulomb deformation
parameters (8¢), and intrinsic quadrupole moments (Qg) obtained in the present study, alongside
previously reported values for 3*3!Na. The Coulomb deformation parameter depicts the proton
density deformation within the nucleus [54, 141, 142] and was extracted under the assumption of

an axially-symmetric rotor [31],

4n\[B(E2,T; — Iy)

5 (5.1)
3ZR2 (I;K20|1;K)

1Bcl =

where Rc = rcA'/3, rc = 1.2 fm, and | (I;K20|I7K) | is the corresponding Clebsch-Gordan coeffi-
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cient. Under the same assumption, the intrinsic quadrupole moment was determined via

3 167 3

Qo =/ = 7-ZRoBc (5:2)

with Ry = roA'? and ry = 1.2 fm [54]. The Bc and Qg values listed in Table 5.1 represent the

averages of results obtained from each optical potential.

Uil B(E21) (e*fm") fe Qo (efm?)
O I R N

0N 2t — (3%) 122(*33)  130(*%0)  147(21) 320(100) 0.43(*900) 0.41(10) 49¢*7) 51(15)
2t — (4%) 64(*3% - - 96(50)  0.47(*512 - 54(*1%) -

SR TPAR N CTPA 210(%3) 311179 -~ -~ 0.54(4)  0.66(16) 64(5) 78(19)
3/2% - (7/2%) 112(*3] - - - 0.53(5) - 63 (6) -

Table 5.1: Adopted B(E2 1), Bc, and Qq values for *°Na and 3'Na are compared to previous
experimental results [54-56]. B¢ and Qg values are averaged from the different optical model
potential results from the 170 + 208pp [81] and 32Mg + 181Ta [109].

The present B(E?2, 2;,:.8_ — (3%)) result for **Na — presented in Table 5.1 — showcases better
agreement with values reported in Refs. [54, 56], as displayed in the top panel of Fig. 5.1. Likewise,
the reduced transition strength obtained for the 25, — (4) excitation indicates a degree of
collectivity consistent with the value reported in Ref. [55]. A comparison is also made with the
assumption of an axially-symmetric rotor in the lower panel of Fig. 5.1. In this framework, the
axially-symmetric rotor assumes the same intrinsic quadrupole moment for all members of the
rotational band. That is, all of the rotational excited states share a common deformation. Thus, a
ratio of reduced E?2 strengths to the (4%) and (3*) states (utilizing Egs. 5.1 and 5.2) can be expressed

in terms of the modulus squared Clebsch-Gordan coefficients,

B(E2,2;, —4%)  |(2220[42)|>
B(E2,25, — 3% (2220[32) |2

0.43 (5.3)

The present results, and those reported by Seidlitz [55], suggest **Na possessing features of an

axially-symmetric rotor.
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Figure 5.1: Comparison of B(E2 7T) strengths for *°Na from this work and those previously
reported [54-56] (top) along with available B(E2,2;, — (47))/B(E2,2g, — (3%)) ratios (bot-
tom). In the top panel, triangles denote B(E2,25; — (3%)) values and squares correspond to
B(E2, 2;5. — (4%)). Weighted averages of all available measurements, including those from this
work, are shown as shaded bands in blue and green for the (3*) and (4%) states, respectively.

The 3°Na results reported here provide improved precision, enabling a more stringent assessment
of collective structure in this region by inferring whether the ground state and low-lying excited
states exhibit a common deformation. A comparison with the Weisskopf estimate (Eq. 1.24)
highlights the collective nature of the transition. For instance, the reduced transition rate for the
245 — (3*%) excitation in Weisskopf units is B(E2,2¢; — (3%)) = 22 (*$) W.u., indicating a
strength twenty-two times greater than expected from the assumption of a single-nucleon being
responsible for the transition.

As for 3'Na, only a comparison for the B(E2,3/ 255 — (5/27)) can be made due to the limited

electromagnetic transition data available [54], as shown in the top panel of Fig. 5.2. The result
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for the (5/2%) state significantly improves upon the uncertainty of the reduced transition strength.
Markedly, the B(E2,3/25, — (7/27)) reported here enables a comparison to be made between
the experimental values and those obtained through the axially-symmetric rotor model assumption.

The resulting ratio of reduced E2 matrix elements is

B(E2,3/2, —7/2)  |(332033) %

= =0.56 (5.4)
B(E2.3/2, — 5/2%) | (3320133) 2

soof S1Na _ AA52f === 512% Avg
| O 72i === T2* Avg

0107 1 1 1 1
Pritychenko This work

Figure 5.2: Comparison of B(E2 1) strengths for 3!Na from this work and those previously
reported [54] (top) along with available B(E2,3/25, — (7/2%))/B(E2,3/2g, — (5/27)) ratios
(bottom). In the top panel, triangles denote B(E?2, 3/ 25& — (5/2%)) values and squares correspond
to B(E2,3 /2;5_ — (7/2%)). Weighted averages of all available measurements, including those
from this work, are shown as shaded bands in blue and green for the (5/2*%) and (7/2%) states,
respectively.

The comparison of the B(E?2) ratios obtained experimentally and through the framework of an

axially-symmetric rotor are presented in the lower panel of Fig. 5.2. The ratio obtained from
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this work suggests > Na demonstrating a congruency with the assumption of a static ground-state
deformation.

The recently obtained B(E2, 3/ 2;8_ — (7/2%)) value, shown in the top panel of Fig. 5.2 and in
Table 5.1, provides deeper insight into the collective properties of this region. With respect to the
Weisskopf estimate (Eq. 1.24), the experimental reduced transition strength for the 3/ 2;8. — 5/2*
excitation corresponds to B(E2) = 36 (fg) W.u., further supporting the presence of significant
collectivity in 3'Na.

In regard to the Q¢ moments extracted from the experimental B(E2 T) values, the Q results
are found to align well with the measured spectroscopic moments Qo = 51.5(6) efm? and Qg =
52.5(13) efm? reported for the ground states of *°Na and ' Na from Refs. [44, 45]. It is important
to distinguish that the Oy moments obtained from experimental B(E2 T) strengths are transitional
quadrupole moments Qg ;, which are assumed to be the same as the intrinsic quadrupole moments
based on the presence of static deformation. For 3*-*!Na, the intrinsic frame quadrupole moments
inferred from the transition strengths are consistent with the spectroscopic moments measured for

the ground states, suggesting a static in-band deformation.

5.1 Comparison of B(E2 T) to Shell-Model Calculations

Effective interactions in shell-model calculations provide a more computationally feasible means in
reproducing experimental observables by simplifying the complex forces experienced by individual
nucleons. Particularly, effective interactions are adapted to a specific model space in which the
description of nuclei are governed by an average potential along with residual interactions between
nucleons. These interactions are often parameterized from fits to experimental observables such as
excitation energies and nuclear masses, for example.

The FSU interaction [135, 136] is a microscopic effective interaction obtained by fitting shell-
model cross-shell matrix elements over a broad range of particle—hole states spanning the sd and
fp shells. It was originally constructed from a modified version of the WBP interaction [143],

within a model space comprising the spsdp f major oscillator shells. The interaction assumes
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i1sospin invariance but incorporates Coulomb corrections to the binding energies. For the more
inert orbitals, the single-particle energies (SPEs) and two-body matrix elements (TBMEs) of the
sp shells were retained from the WBP interaction, while the sd-shell TBMEs were adopted from
the USDB interaction [140]. Only selected monopole terms of the sd — fp cross-shell matrix
elements were refitted to experimental data. For the fp shell, the TBMEs were taken from the
GXPF1A [144] interaction, with modifications limited to the 0f7,, and 1p3/, orbitals. The dataset
used to constrain the FSU interaction was partitioned into four categories, each targeting different
aspects of the effective interaction [136]. Overall, the FSU interaction — assuming pure n-particle-
n-hole configurations between the sd and fp shells — has successfully reproduced key properties
of neutron-rich nuclei in the N = 20 island of inversion. The present FSU calculations, applied for
30.3INa, assume a pure 2p-2h configuration between the sd and fp shells.

The SDPF-M interaction [47, 137] was formulated by combining the USD interaction [145] for
the sd shell, the Kuo-Brown interaction [146] for the f p shell, and the Millener-Kurath interaction
[147] for the cross-shell TBMEs. Two further modifications were introduced in Refs. [47, 137]:
one to the monopole component of the interaction and the other to the pairing interaction in the
sd shell. The adjustment to the monopole term was done due to it serving an important role in
determining the binding energy and shell gap as a function of proton and neutron numbers. The
pairing interaction in the sd shell was modified to explicitly account for contributions from the
fp shell. Accordingly, the development of the SDPF-M interaction was aimed at examining the
robustness and impact of the shell gap at N = 20, having provided accurate energy-level predictions
for odd-Z, even- and odd-N nuclei [47, 133]. The SDPF-M interaction was defined relative to
an inert '0 core, with a valence space encompassing the full sd shell together with the 0fy /2
and 1p3/, orbitals. For the present calculation, the SDPF-M interaction allowed for configuration
mixing between different particle-hole excitations across the N = 20 shell gap and were performed
with the KSHELL computer code [148].

Finally, the well-established USDB interaction [139, 140] was employed to perform shell-model

calculations within the sd-shell. The USDB Hamiltonian represents the culmination of systematic
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refinements to earlier versions (USD and USDA), aiming to improve the global description of nuclei
in this mass region. In constructing the USDB Hamiltonian with an updated and comprehensive
dataset, Brown and Richter [140] incorporated 608 experimentally known states from 77 nuclei
spanning mass numbers A = 16 — 40. This broad fitting set allowed the interaction to reliably
reproduce binding energies, excitation spectra, and electromagnetic transition strengths across the
sd-shell. Owing to its predictive power and extensive benchmarking, the USDB interaction has
since become a standard tool for shell-model studies of light and medium-mass nuclei, particularly
for probing structural evolution near the limits of stability. For the purpose of this dissertation,
the USDB interaction — utilizing a Op-0/4 configuration — functions as a reference to gauge the

enhanced collectivity in both 33! Na.

5.1.1 3°Na Comparison

In order to assess the experimental results, the reduced transition strengths were compared to
shell-model calculations utilizing the FSU and SDPF-M interactions in Table 5.2. The B(E2 T)
values for 3°Na calculated with the FSU interaction employ the effective charges of e » = 1.36¢
and e, = 0.45¢ [139], which are well established for describing observables in the sd shell. The
calculated excitation energies place the 3* and 4* states at 476 keV and 1003 keV, respectively, with
corresponding reduced transition strengths of B(E2,25, — 3%) = 206 e*fm* and B(E2, 255 &
4*) = 96 2fm*. The FSU interaction tends to overestimate the excitation strengths of both low-lying
states, though it shows better agreement for the B(E?2, 2;.3. — 4%) transition. It is important to note,
however, that the choice of effective charges plays a critical role in determining E2 observables.
This is demonstrated in Fig. 5.3, where the B(E?2) strengths were obtained using the proton matrix

element,

M, =e,A,+e,A, (5.5)

with the relation of
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|M,,|?
2J;i +1

B(E2,J; — Jy) = (5.6)

Figure 5.3 compares the reduced transition strengths of the (3) and (4%) states obtained
using different sets of effective charges [137, 139, 149-152]. Among them, the values (e, e,) =
(1.25€,0.25¢) [151] show the closest agreement with the present experimental results. In contrast,
the recently proposed empirical effective charges for the sd and fp shells [152] yield results that
overestimate the experimental E2 transition strengths deduced in this work. Due to the effective
charges for the FSU interaction having not yet been established on account of the limited data for
states exemplifying dominant 2p-2h configurations, we adopted the original values of e, = 1.36e
and e, = 0.45¢ in the present discussion. These values have been established in the sd shell and

are in line with the theoretical assessment of e, = 1.31¢ and ¢,, = 0.46¢ [150].

JF—J; B(E2 1) (e*fm*)
This " psye  spPEMP  USDB@
work
0N 2F - (3%) 122(*35) 206 153 2.5
2" - (4% 64(*%) 96 90 34

4 (ep, e, = 1.36e,0.45¢)
® (ep, en = 1.3¢,0.5¢)

Table 5.2: Present B(E2 1) for °Na results comparing the adopted values from this work with
FSU,SDPF-M, and USDB calculations.

As for the SDPF-M interaction, the (3%) and (4%) excited states were predicted at 408 keV and
731 keV, respectively, with effective charges of e, = 1.3 and e, = 0.5. The associated reduced E2
strengths are B(E2,2;, — 3%) =153 e*fm* and B(E2, 255 > 47)=90 e*fm*. The B(E2) results
obtained with the SPDF-M interaction agree with the present results, supporting claims [47] of a
dominant 2p-2h intruder configuration, giving rise to the K = 2 deformed band structure at low
excitation energies.

Lastly, a comparison with the USDB interaction further underscores the collective phenomena

in the ground-states of 3°Na, predicting the (3+) and (4*) states at 213 keV and 680 keV, respectively.
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Utilizing effective charges of e, = 1.36 and e, = 0.45, and assuming a nearly spherical Op-0Oh
configuration, the reduced transition strengths were predicted to be B(E2,25; — 3%) =2.5 e*fm*
and B(E2,2;, — 47) =34 e*fm*. This large deviation from the measured reduced E2 strengths

conclusively confirm the presence of enhanced collectivity in *°Na.

300 3°Na FSU A 30 === 3T EXR
& m 4}  ---= 47 Exp.
& 250r 4
4= i
o N A
QO 200r A A A
—~ i -
 150F

e /PSP Y RV SRRV | DRI

m 100F - - = n -
N s (R,
M sof v

(1.5,0.5) (1.31,0.46) (1.25,0.25) (1.3,0.452) (1.36,0.45) (1.3,0.5) SDPF-M

Figure 5.3: Comparison of B(E2,25, — (3%)) and B(E2,25, — (47)) strengths calculated with
the FSU and SDPF-M interactions. The sensitivity of calculated B(E2) strengths results to the
choice of effective charges [137, 139, 149-152] is highlighted using the FSU interaction.

5.1.2 3'Na Comparison

The comparison between the adopted B(E2) strengths for the low-lying (5/2%) and (7/2%) states
in 3!Na with the FSU and SDPF-M interaction are presented in Table 5.3. We begin by discussing
the calculations utilizing the FSU interaction with effective charge values of e, = 1.36e and
en = 0.45¢ [139]. The 5/2* and 7/2* states were predicted at 418 keV and 1339 keV, respectively.
The associated B(E2 T) values are B(E2,3/2;, — 5/2%) = 228 e*fm* and B(E2,3/2;, —
7/2%) = 118 ¢*fm®*. These predictions are consistent with the adopted B(E2 1) values for the
3/255. — (5/2%) and 3/23, — (7/2%) transitions, lending support to interpretations [135] that
assign these excited states to the K = 3/2 band. To investigate the impact of effective charges

on the theoretical predictions, Fig. 5.4 displays B(E2 T) values determined from several effective
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charges [137, 139, 149-152]. Fig. 5.4 illustrates a general agreement between the experimentally
obtained reduced transition strengths with those obtained using the FSU interaction with different
effective charges. In the present comparison, values of e, = 1.36e and ¢, = 0.45e were adopted
as a result of already being established in the sd shell and in agreement with prior theoretical

discussions [150].

Jr—Jj B(E217) (e*fm*)
\igi FSU* SDPE-M? USDB“
3N 3/28 — (5/2%) 210(*3) 228 201 94
3/2 — (7/2%) 112(*3) 118 98 34

 (ep, e, =1.36e,0.45¢)
®(ep, €, = 1.3¢,0.5¢)

Table 5.3: Present B(E2 7T) for 3'Na results comparing the adopted values from this work with
FSU, SDPF-M, and USDB calculations.

35o§31Na FSU A 5/2f === 5/2* Exp.
S - m 72 ==-= 7/27% Exp.
= 300F
G A
o~ 250F
L o A A A R
— 200F
< 150f N A
N SRR B o | I
LUl 100F = .
m 50F

(1.5,0.5) (1.31,0.46) (1.25,0.25) (1.3,0.452) (1.36,0.45) (1.3,0.5) SDPF-M

Figure 5.4: Comparison of B(E2,3/25, — (5/2%)) and B(E2,3/25; — (7/2%)) strengths calcu-
lated with the FSU and SDPF-M interactions. The sensitivity of calculated B(E2) strengths results
to the choice of effective charges [137, 139, 149-152] is highlighted using the FSU interaction.

In regard to the SDPF-M shell-model calculations, the 5/2* and 7/2* excited states are predicted

at 245 keV 1407 keV, respectively. The B(E2 T) values listed in Table 5.3 are consistent with those
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adopted in this work and further support a predominant 2p-2# intruder configuration for the ground
state and its associated K = 3/2 band members [47].

A comparison with the USBD interaction — predicting a J™ = 5/2% ground state — enhances
the argument of enhanced collectivity in 3'Na. With the USDB interaction, the 3/2* and 7/2*
states were predicted to have state-level energies of 372 keV and 4947 keV with respect to the
5/2" ground state. Supplementary, transition strengths of B(E2,3/25, — 5/2%) =94 e’ fm* and
B(E2,3/25, — 7/2%) =34 e2fm* strongly suggest calculations within the sd shell do not suffice

to describe the experimental data, further corroborating the occurrence of collectivity in 3'Na.

5.1.3 Trends of B(E2) and Excitation Energies Along the Na Isotopic Chain

To gain a comprehensive view of the structural behavior in the N ~ 20 region, Fig. 5.5 displays the
systematic trends of B(E2 T) strengths and excitation energies in selected odd-A Na isotopes with
J™ =3/2* ground states. SDPF-M calculations suggest that the B(E?2) trends for the 5/2* and 7/2*
excitations are expected to continue into the neutron-rich A = 31-35 region. The presence of the
K = 3/2 band structure can be evaluated using the B(E?2) values and energy ratios of the low-lying
5/2* and 7/2* states, as illustrated in Fig. 5.5 (b) and (c), respectively. As reported in Ref. [36],
the energy ratios for 31333 Na are consistent with the strong-coupling limit of 2.4 (See Sect. 1.3.2),
indicating an ideal region of axial deformation. The newly determined B(E2,3/ 22’;.8. — 7/2%)
result enables the firm confirmation of this interpretation (Fig. 5.5 (b)), consistent with the 0.55
ratio expected for a rigid rotor built on the K = 3/2 band. This region is expected to extend to the
N =22 and N = 24 Na isotopes, while theoretical studies of 39.41Na [49, 50] predict a transition to
stronger triaxial deformation towards the neutron drip line. The scarcity of experimental data on
structural behavior near the neutron drip line highlights the need for future B(E2) measurements

in neutron-rich Na nuclei.
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Figure 5.5: Systematic trends for selected odd-A Na isotopes are presented for (a) reduced transition
strengths, (b) B(E2,3/2%g.s. — 7/2%)/B(E2,3/2*g.s. — 5/2%) ratios, (c) excitation energies, and
(d) excitation-energy ratios of the yrast 7/2* and 5/2* states. The present results are shown in red,
while prior data are taken from evaluated data sets [134, 153]. Shell-model predictions using the
FSU and SDPF-M interactions are included, with SDPF-M values for *3-39Na taken from Ref. [36].
USDB energy results for 23! Na are omitted from the figure since the ground states are predicted
as 5/2*, with the 3/2* and 7/2* states at 71 and 2742 keV for 2’Na, and 372 and 4947 keV for 3! Na,
respectively. In panel (a), blue symbols denote 5/2% states and green symbols denote 7/2* states.
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5.2 Comparison of B(E2) to Triaxial Particle-Rotor Model Calculations

The possible occurrence of asymmetric deformation, as suggested for drip-line Na isotopes [49, 50],
casts a new interest in the presently studied %! Na isotopes. To explore this possibility, we employed
the triaxial particle-rotor model to determine B(E2) strengths and state-level energies, as shown
in Figs. 5.6 and 5.7. A comparison of the experimentally deduced B(E2 T) values with those
predicted by the triaxial particle-rotor model for 3'Na is presented in Fig. 5.6. The particle-rotor
model computer codes utilized to perform these calculations are those described by Refs. [154-157].
The computer codes utilized a modified oscillator (Nilsson) potential allowing for asymmetries to
be included when calculating the nuclear potential energy surface [155]. The parameterizations of
the deformed single-particle energies in this calculation were taken from Refs. [154, 158], while
the E(27) ~ 800 keV energy was adopted from the assumed even-even 30Ne core.

The comparison of excited-state energies and reduced transition strengths in Figs. 5.6 and 5.7
encompassed varying the deformation parameter e, (e2 ~ 0.958,) [34], which informs on how
pronounced the deformation of the nucleus is in the Nilsson model. Subsequently, for each ¢, value,
the degree of axial asymmetry y was varied. The two limits of the axial asymmetry parameter
are e > 0,y = 0°, corresponding to a prolate nucleus, and e, > 0,y = 60°, corresponding to
an oblate nucleus. A value of y = 30° defines the maximum amount of triaxiality a nucleus
may possess, residing between both prolate and oblate shape configurations. Calculations shown
in panels (a) and (b) of Figs. 5.6 and 5.7 indicate that predictions with e, ~ 0.4 and y between
0° and 10° are consistent with both the experimental excited-state energies and B(E2 T) values.
Even though the ratios of reduced transition strengths calculated with the triaxial particle-rotor
model in Fig. 5.6 (c) are consistent with the experimental ratio, it proves to be indistinguishable
from the axially-symmetric case in the range of 0 < y < 20. Similarly, the calculated ratio of
excited-state energies with varying €; and y in Fig. 5.7 (c) showcase better agreement with smaller
values of y. Moreover, theoretical studies of neutron-rich nuclei near the drip line predict little
to no triaxiality [49, 159]. Otsuka et al. [49] suggests a minor degree of triaxiality for 3!Na with

v~ 15° - 20°,
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Figure 5.6: Comparison of reduced transition strengths between experimental and the triaxial
particle-rotor model calculations for 3INa. Panels (a) and (b) compare the reduced transition
strengths for B(E2,3/2%g.s. — 5/2%) and B(E2,3/2%g.s. — 7/2%) with varying e, and y values,
respectively, while panel (c) shows the ratio between these values.
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Figure 5.7: Comparison of state-level energies between experimental and the triaxial particle-rotor
model calculations for *'Na. Panels (a) and (b) compare the state-level energies of E(5/2*) and
E(7/2%) with varying €, and y values, respectively, while panel (¢) shows the ratio between these
values.
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while Dong et al. [159] predict v ~ 0°. Nonetheless, this exercise — employing the modified
oscillator (Nilsson) potential to evaluate B(E2 T) strengths and excited-state energies — indicates
that any triaxiality in 3'Na, if present, would be minor, and that an axially-symmetric prolate rotor

provides an adequate description.
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CHAPTER 6

CONCLUSION

The observation of deformation-driven structures in the N = 20 island of inversion, particularly in
the neutron-rich 3%3'Na nuclei, prompts the question of whether such features persist within the
ground-state bands beyond the first excited state. Obtaining the reduced E2 transition strengths to
the first and second excited states of 3’Na and 3'Na allowed for a more stringent evaluation to be
made of the large collectivity in this region. The sustained in-band deformation revealed in this
work establishes the basis for understanding the structural evolution of well-deformed ground-state
bands towards the neutron drip line along the Z = 11 isotopic chain.

This work presents the reduced E2 transition rates to the (3*) and (4%), and (5/2%) and
(7/2*) excited states in °Na and 3!Na, respectively. These values were extracted using the
recently developed technique for intermediate-energy heavy-ion inelastic scattering [76]. This
technique exploits the ability to separate the nuclear and Coulomb contributions to the excitation
cross sections by performing a simultaneous two-foil measurement with low- and high-Z target
materials. Furthermore, inelastic scattering in this energy range allows for the direct population of
higher-lying spin states in collective excitations. For 3°Na, prior measurements of the B(E2, ZES. —
(3*)) = 96(50) e*fm* [55] strengths had associated uncertainties of ~ 50%, hindering the ability
to distinctly infer the presence of well-deformed ground-state bands. In the case for *!Na, the E2
transition data were particularly more limited. The only reported value, B(E2, 3/ 2;8_ — (5/2%)) =
311(:’%;(3)) e*fm* [54], possessed an average uncertainty of ~ 50%, with no measurement of the
B(E?2, 3/2;;& — (7/2%))) strength.

The B(E2 T) values obtained from this study enabled an improved ability to make sound
interpretations based on experimental data. With regard to **Na, B(E2 1) values from this work
provided an overall improved measurement, having lower associated uncertainties. Concerning
3INa, the E2 transition strength obtained in this work boasts a significant improvement in its

uncertainty, having been determined to be B(E2,3/2¢ — (5/2%)) = 210(*};) ¢*fm*. Markedly,
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we have obtained the first B(E2,3/2;, — (7/2%)) strength, determined to be 112(:%;) e’ fm*,
enabling the B(E2,3/25, — (7/2%))/B(E2,3/2g, — (5/2%)) ratio to be calculated. This
provided evidence of the occurrence of a static in-band deformation, going beyond energy ratios
alone.

Comparisons of shell-model calculations employing the FSU and SDPF-M interactions gave a
more comprehensive understanding of the microscopic collective properties in these nuclei. Pre-
dictions with the FSU interaction employed a pure 2p—2h configuration, whereas an admixtures of
np —nh configurations were allowed in the SDPF-M calculations. The B(E2) strengths determined
with the FSU interaction for **Na showed a propensity to overestimate the experimental values.
However, it should be noted that the choice of effective charges (e, e,) plays a critical role in
determining E2 observables, and that the values of (e,, e,) for the FSU interaction have not yet
been established. As for 3!Na, a good agreement was found between the FSU predicted B(E2)
values and experimental strengths. Pertaining to predictions made SDPF-M interaction, values
calculated for *Na were found to be consistent with the B(E2 1) values extracted in this work.
Similarly, SDPF-M predictions for 3!Na were in line with the experimentally determined B(E2)
strengths.

In addition to the shell-model calculations, the triaxial particle-rotor model was employed to
compute the reduced E2 transition strengths for 3'Na. This was done by varying the parameters that
govern the magnitude of deformation, e, (e; = 0.958,), and the degree of axial asymmetry, y. From
these calculations, it was then concluded that triaxiality is not prominent in 3!Na, and an axially-
symmetric rotor would suffice in interpreting these results. From the work presented here, a static
ground-state band deformation was indeed present, governed by a dominant 2p—2h configuration
cross the N = 20 shell gap, firmly establishing a region characterized by an axially-symmetric rotor.

In summary, this dissertation provided improved measurements for the E2 transition strengths to
the low-lying excited states in *3!Na using the newly established technique for intermediate-energy
heavy-ion inelastic scattering. This included the first determination of the B(E2, 3/ 2;_5. — (7/2%))

strength, allowing a definitive precedent of axial deformation to be established for the odd-A Na
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nuclei. Furthermore, this measurement showcased the utility of this technique, being able to discern
between the nuclear and Coulomb contributions to the excitation cross section by simultaneously
performing two measurements. As an outlook for future studies, this work further underscores the
limited experimental information on the structural evolution towards the neutron drip line, placing
an emphasis on B(E2) measurements. With the technique used here, features of triaxiality could be
evidenced by ascertaining the E?2 strengths to the low-lying excited states of the odd-A neutron-rich

Na isotopes near the neutron drip line.
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A  FRESCO Input

A brief description of each section is found below [78]:

» &FRESCO — General numerical parameters that control the calculation. Namely,

hcm — the integration step taken over the coupled-channel equations

— rmatch — the radius at which the wave function is matched to its asymptotic form
containing a plane wave term, elastic channel term, and sum over all possible exit

channels term

— jtmin, jtmax — initial and final total angular momentum J, respectively, defining the

total number of partial waves used in the calculation

— thmin, thmin — minimum and maximum center-of-mass scattering angles to be con-

sidered in the calculation.

— elab — laboratory frame energy of the projectile

* &PARTITION — Intrinsic properties of the incoming and target nuclei,

namep, namet — name of the projectile and target nucleus

bandp, bandt — parity of the state defined for the projectile and target nucleus

ep, et — energy of the defined state for the projectile and target nucleus

— nex — number of projectile-target excited-state pairs in the current partition

» &STATES — Defines the pairs of projectile and target states associated with nex within the

&PARTITION namelist.

jp, jt — angular momentum of the projectile and target nucleus

massp, masst — mass of the projectile and target nucleus

zp, zt — atomic numbers of the projectile and target nucleus

kkp — rotational band containing the projectile state
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— cpot — index of effective potential to be used for the excitation and relative motion
between the projectile and target for each reaction channel. Index is given by the kp

parameter in the &POT namelist.

— copyt — used after defining the first & TATES namelist, copies the properties of

previous target state to the current & TATES namelist

* &POT — Defines the Coulomb and nuclear potentials to be used. Each &POT namelist with
the same kp index constitute an effective potential. Information about the specific potentials

used in this analysis are found in Sect. 4.2.1.1.

kp — index associated with the cpot variable in the & TATES namelist. Each potential

is characterized by a type and shape.
— ap, at — mass number of projectile and target nucleus
— rc — reduced Coulomb radius

— type — defines the type of potential to be used (e.g. central volume potential for
type=1)
— shape — defines the shape of the potential (e.g. shape=0 (Woods-Saxon) is default

value)

B Monte Carlo Description

This section discusses the Monte Carlo simulation that was developed to relate the the FRESCO
calculations to experimental results, along with how the acceptances for the reaction products and
incoming beam were determined.

To begin, we define two coordinate systems: a global coordinate system G, which corresponds
to the laboratory frame, and the projectile coordinate system P, which is associated with the
projectile’s reference frame. As illustrated in Fig. B.1 (a), coordinate system P is overlaid on

coordinate system G, with P’s z-axis aligned along the ion’s velocity vector. This assumes that the
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Figure B.1: Coordinate systems in the projectile frame (P) and laboratory frame (G) shown at
different stages of incorporating the finite beam spot size and angular spread. Panel (a) overlays
coordinate systems P and G, and introduces vectors Z, ¢, and s, which describe the scattering
process. The vector Z corresponds to the ion’s initial direction along its trajectory. ¢ represents
the transverse displacement of the ion at a downstream focal plane located a distance Az from the
origin point A. 5§ denotes the scattered trajectory at an angle ;¢ relative to the projectile’s z-axis.
The angle 6y;¢ is sampled from a yield distribution, while the azimuthal angle ¢ is measured from
the projectile’s y-axis and sampled uniformly from O to 27. Panel (b) illustrates the effect of the
ion’s angular spread on vectors Z, ¢, and 5 by rotating coordinate system P. Panel (c) shows the
translation of coordinate system P due to the beam spot size, relative to G.

incoming projectile passes through the origin of coordinate system G, with the projectile’s velocity
vector aligned with the laboratory frame’s z-axis. With the coordinate system defined and overlaid,
vectors ¢, 5, and Z are introduced within P’s reference frame, as shown in Fig B.1 (a). These

vectors are responsible for describing the scattering process in the ion’s reference frame. Vector 7
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corresponds to the z component of the ion’s trajectory with magnitude |Z| = Az and 7 = AzZ.
The distance traveled by the ion along a focal plane at distance Az from origin point A is given

by ¢, and calculated such as

141 = tan(8c) Az ()
sin(¢) 4]
g =|cos(¢)lq] @
0

where 6y,¢ is sampled according to the acceptance-rejection method [160] from the yield distri-
bution and ¢ is randomly selected between 0 and 27. The scattering vector 5 in the P coordinate

system is given by

5| = Az% + 1G] = AZ* + (tan(Ouc)Az)? 3)
= AZ?(1 +tan(Oyc)?) “4)
sin(¢)|g|
$=2+G=|cos(9)|dl )
Az

which corresponds to the trajectory of the ion at some angle 8¢ from the laboratory frame’s
z-axis and angle ¢ from the y-axis. At this point, having not incorporated the angular spread of the
incoming beam, we set the final scattering angle 87 = 6);¢. Coordinate system P is then rotated by
the angles a, and by,, as depicted in Fig. B.1 (b), where the former corresponds to the dispersive
angle in the xz-plane and the latter to the yz-plane. The distributions of a, and by, are determined
from the ion’s reconstructed trajectory using the S800 inverse map. Rotating coordinate system P
also rotates vectors ¢, §, and Z, reorienting them according to the ion’s angular spread at the target
position while preserving the scattering kinematics. To describe the rotation, a set of basis vectors

in the laboratory frame G are defined,
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1 0 0
Gi=|o| G.=|1| Gs=|o0 (6)
0 0 1
along with basis vectors in the ion’s reference frame P as
1 0 0
Pi=lo| P.=|1| P3=|0 (7
0 0 1

To express coordinates defined in P’s reference frame in G’s reference frame, a change of basis is

required such that

[];]G =Tr-g [IE]P ®)

where & is an arbitrary vector being transformed. The Tr_,¢ is the transformation matrix in the

form of a 3D rotation matrix,

R(a=0,8,y) =R, (a= O)Ry(ﬂ)Rx(y) )

cos(B)  sin(B)sin(y)  sin(B)cos(y)
= 0 cos(y) —sin(vy) (10)
—sin(B)  cos(B)sin(y)  cos(B) cos(y)

We set @ = 0 to indicate that we are not performing any rotations about the z-axis. The change of

basis matrix 7Tp_, is the rotation matrix and is defined as
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Tp—G = |[Pi]g [P2]G [P3l6 (an

[ cos(p)

[Pilg = 0 (12)
—sin(p)

[sin(8) sin()

Prlo=|  cosy) (13)
cos(8)sin()

[sin(8) cos(y)

Pl =| _siny) (14)

cos(3) cos(y)

where [P;]; withi = 1,2, 3 expressing the vectors in the rotated projectile coordinate system P in
the laboratory-frame basis vectors. The transformation matrix is defined as Tp_,g = R(a = 0, 8, y).
To account for the finite beam spot size, the P coordinate system is displaced by a vector 7 relative
to the G coordinate system. The displacement vector 7 is randomly generated in each iteration of

the Monte Carlo simulation, being defined as

F= (15)

where 6, and 6, are randomly selected from independent Gaussian distributions. The Gaussian
distribution describing the position of the ion along the y-axis is parameterized by the y, distribution
described in Sect. 4.1.2.1. Due to not having any spatial information of the ion along the x-axis at
the target location, position of the ion along the x-axis is described by a Gaussian parameterized by
the y, distribution. Incorporating the angular spread of the incoming beam at the target position

into the FRESCO results yields the violet histograms in Figs. 4.14 and 4.15.

167



To determine the scattering angle 6 in the laboratory frame with the angular spread and the
beam-spot size incorporated, the vector 7’ is defined from the laboratory-frame origin (i.e. G

coordinate system), as shown in Fig. B.1 (c),

r=F+5 (16)

The scattering angle 0 in the laboratory frame is then defined as

07 = cos” (Az/l?’l) (17)

The overall process can be described as follows:
1. Read in FRESCO results (i.e. differential cross section in center-of-mass frame)
2. Convert differential cross section from center-of-mass to laboratory frame
3. Calculate center-of-mass and laboratory frame yield from respective differential cross sections
4. Perform Monte Carlo simulation to incorporate the beam’s angular spread and beam spot

» The B(E2) strengths and deformation lengths were determined in this step by comparing
the experimental yields with FRESCO calculations integrated up to the chosen scattering

angle.
5. Convert yield back to differential cross section

* This step was done to ensure all conversions were performed correctly.
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