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ABSTRACT

Advances in laser-plasma acceleration have enabled the generation of intense ion beams

from compact, table-top laser systems. These laser-driven ion accelerators (LDIAs) can

produce high intensity proton pulses with ultra-short duration and extremely high dose rates,

presenting new opportunities for radiobiological research in previously inaccessible regimes.

This thesis investigates the use of LDIAs as novel radiation sources for studying ultra-high

dose rate radiobiology, with a focus on enabling controlled, repeatable investigations into

the FLASH effect—a phenomenon where radiation delivered at dose rates exceeding 40 Gy/s

appears to spare normal tissue while maintaining tumor control.

A major component of this work is the design, simulation, and experimental implemen-

tation of compact, permanent magnet-based beam transport systems for LDIA-generated

protons at the BELLA iP2 beamline at the Lawrence Berkeley National Laboratory. These

transport systems address the challenges posed by the large divergence and broad energy

spectra of LDIA beams, enabling efficient delivery of high-intensity proton beams to biolog-

ical targets. Multiple exposure platforms, including both LDIA and conventional sources,

were established and characterized across the laboratory to support interdisciplinary radio-

biological experiments. Significant work on dosimetry was done to verify the doses delivered

to biological samples exposed at these sources through Monte Carlo modeling and the use

of radiochromic film.

Through this integration of high power lasers, accelerator physics, and radiobiology, the

work presented here establishes new capabilities for investigating dose delivery, beam qual-

ity, and biological responses in the ultra-high dose rate regime. The results support the

viability of LDIAs as a research tool for advancing the understanding of the FLASH effect

and exploring the future of compact, high-impact radiotherapy platforms.
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Chapter 1. Introduction

1.1 Motivation

The goal of this work is to more effectively deliver radiation from extreme sources to biological

samples in order to explore novel forms of radiotherapy, specifically by leveraging laser-driven

ion acceleration. Radiotherapy (RT), the use of ionizing radiation to kill or control the growth

of malignant cells, is the standard of care for over half of all cancer patients [1, 2]. The

radiation is either generated by radioactive material inserted inside the patient body, such

as in brachytherapy, or by accelerating charged particles (e.g. electrons, protons, and ions) to

high energy and focusing them into beams to be delivered to the patient body, as in external

beam radiotherapy (EBRT). Particle accelerators of all types have been used in the past to

generate these beams while the most commonly used today are linear accelerators (LINACs)

for accelerating electrons and cyclotrons for protons/ions. Over the past century, advances in

RT—such as Intensity Modulated Radiotherapy (IMRT) and Computed Tomography (CT)

guided radiotherapy—have significantly improved treatment precision and outcomes [3, 4].

Despite these advancements, conventional radiotherapy is constrained by two major chal-

lenges. First, the collateral damage to surrounding healthy tissues limits the total dose that

can be safely delivered, often leading to late-onset toxicity and radiation-induced secondary

cancers, particularly in pediatric patients. Second, conventional external beam sources re-

quire large and expensive particle accelerators, which are not only over-subscribed for clinical

use but are also designed for current clinical standards, making them unsuitable or inacces-

sible for research into novel techniques [5].

Laser-driven ion acceleration (LDIA) offers a way to address both challenges. In LDIA,
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a high intensity laser pulse (> 1019 W/cm2) interacts with a thin solid target and generates

a plasma that can sustain high accelerating gradients (10s-1000s GeV/cm) [6, 7]. A large

number of ions can be accelerated in these fields to very high energies over short distances

(sub mm) through various different mechanisms. Conventional radio frequency (RF) accel-

erators are limited to accelerating gradients of ∼ 100 MV/m as voltages higher than this will

cause electrical breakdown, i.e. electrons will be extracted from the accelerating structure’s

walls, disrupting the acceleration field.

In contrast, LDIA systems are compact and cost-effective, representing a dramatic reduc-

tion in the size and infrastructure required to accelerate particles to the same energies. This

compactness can provide broader access for users of research accelerators as they can be set

up in smaller labs. Thus, LDIA is uniquely suited for both laboratory-based research in radio-

therapy and potentially clinical use, addressing the critical issue of accessibility [8, 9, 10, 11].

This acceleration technique further stands out from its more conventional counterparts

due to its high ion production (∼ 1013 ions per shot) and ultra short bunch length (∼ps at

the source). With these advantages, LDIA systems can deliver radiation to biological tissue

at dose rates (> 107 Gy/s) much higher than those used in clinical practice and thus are

well suited to explore this previously inaccessible ultra-high dose rate regime. These systems

are also well suited to be used in other applications in the fields of material science [12] and

warm dense matter physics [13, 14, 15].

The use of ultra-high dose rates in radiotherapy has garnered significant attention in

the larger community due to the FLASH effect which refers to the remarkable ability of

ultra-high dose rate radiation to selectively spare normal (healthy) tissues while maintaining

the effectiveness of tumor control [16, 17]. Put another way, delivering the same amount of

radiation (dose), but over a shorter time, appears to reduce the damage to healthy tissue but
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not to cancerous tissue. This effect is significant as it could be used to minimize the harmful

side effects of conventional radiotherapy while improving patient outcomes, representing a

promising breakthrough in cancer treatment [18]. While FLASH RT has become a hot

topic[19], with numerous publications coming out each year, the exact mechanism behind

this phenomenon is not well understood. This is in part due to the lack of facilities that are

capable and available to explore this high dose rate regime mentioned previously.

Researchers at the Lawrence Berkeley National Laboratory (LBNL) in Berkeley, CA

are among those interested in studying this effect. An interdisciplinary group composed of

researchers at the BErkeley Lab Laser Accelerator (BELLA) Center, the Advanced Light

Source (ALS), and the BioSciences Area (BSA) have come together to investigate this at

LBNL. In collaboration with this effort, this work aims to characterize, establish, and enhance

exposure environments at LBNL for studying this high dose rate regime with the use of both

novel sources and more conventional sources.

The BELLA Center has a long history of using high power, short pulse lasers to explore

advanced accelerator techniques. The BELLA PetaWatt (PW) laser [20] has been used to set

records in multi-GeV laser plasma acceleration (LPA) of electron beams [21, 22]. Much of the

work presented here was done at the recently commissioned short focal length laser beamline

and test chamber, known as BELLA iP2, dedicated to exploring advanced laser-driven ion

acceleration and high energy density science and applications (HEDSA) [23, 24, 25].

To utilize the LDIA at BELLA iP2 for radiotherapy, the beams must be efficiently col-

lected and transported to the sample location while maintaining their high intensity to

achieve a high dose rate and uniform beam profile. This is challenging due to the high initial

divergence and broadband energy spread of the LD beams. Presented as a large part of

this work is an attempt to address this challenge through the design, simulation, and im-
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plementation of compact, permanent magnet-based beam transport systems used to deliver

LDIA proton beams generated at BELLA iP2 to in vivo biological samples. These beam

transport systems were used in multiple recent experiments to explore ultra-high dose rate

radiobiology.

By coupling the multiple accelerator capabilities at LBNL with state-of-the-art biological

research, this work aims to establish new platforms to study ultra-high dose rate radiobiology

and advance the understanding of the FLASH effect and its potential applications in cancer

treatment research. Specifically, this work establishes the ability of BELLA iP2 to produce

high intensity, controlled laser-driven ion beams to open new opportunities for investigating

dose delivery, beam quality, and radiobiological responses at ultra-high dose rates.

1.2 Overview of content

This thesis presents an interdisciplinary investigation into the application of laser-driven ion

acceleration for ultra-high dose rate radiobiology, with a particular focus on enabling and

studying the FLASH effect. The work integrates advancements in laser-plasma acceleration,

beam transport design, and radiobiological experimentation to address key challenges in

modern research in radiotherapy. The experimental work was primarily performed at the

BELLA Center’s PW laser system [20] and its iP2 beamline at LBNL [24]. Following the

theory laid out in Chapter 2 that underlies it, the rest of the work will be presented as

follows:
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Chapter 3: Exploring the extremes of radiobiology across different modalities

and exposure environments

This chapter gives further background on the field of radiobiology and serves as an overview

of the use of particle accelerators in cancer treatment while establishing the platforms and

tools used in later work. There is a long history of radiation therapy research, specifically

at the Lawrence Berkeley National Laboratory (LBNL). The 184-inch cyclotron at LBNL

was the site of the first use of protons beams in cancer treatment back in 1958, work led

by John H. Lawrence, the brother of the founder Ernest O. Lawrence [26]. Radiobiology

research continues at LBNL with evermore sophisticated radiation sources. Presented here

is the work to establish these new radiation sources (or exposure environments) to serve as

platforms for radiobiological research. This includes characterizing and performing dosimetry

on multiple exposure environments at LBNL including the Advanced Light Source’s 3.2.1

and 3.3.1 beamlines. Due to the differences between the exposure environments, such as

the particle type and energy spectrum, dosimetry has to be performed specifically in each

environment before they can used for research purposes. This work was vital for using these

platforms to study dose rate effects on oxidative damage to peptides [27] and the long-term

effects of low-dose ionizing radiation exposure [28]. This chapter will also introduce the

dosimetry techniques used in establishing these exposure environments.

Chapter 4: Modeling and design of compact permanent magnet-based transport

systems for laser driven ion acceleration

For any application utilizing LD ion beams, a beam transport system is required to collect

and deliver the beam to a specific sample. While they are generated from a micron-scale
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source, the large divergence and energy spread of LD ion beams present a unique challenge to

transporting them compared to beams from conventional accelerators. This chapter gives an

overview of proposed compact transport designs using permanent magnets satisfying different

requirements depending on the application for the iP2 proton beamline such as radiation

biology, material science, and high energy density science. These designs are optimized

for different parameters such as energy spread and peak proton density according to the

applications need. The various designs consist solely of permanent magnet elements, which

can provide high magnetic field gradients on a small footprint. While the field strengths

are fixed, we have shown that the beam size is able to be tuned effectively by varying the

placement of the magnets. The performance of each design was evaluated based on high

order particle tracking simulations of typical LD proton beams. We also examine the ability

of certain configurations to tune and select beam energies, critical for specific applications.

A more detailed investigation was carried out for a design to deliver 10 MeV LD accelerated

ions for radiation biology applications.

Chapter 5: Implementation of beam transport for laser driven ion acceleration

at the BELLA Center

At the BELLA Center’s iP2 beamline, we implemented two compact, permanent magnet-

based beam transport configurations for delivering 10 or 30 MeV protons to a biological

sample. The beam transports were used in two radiobiological experiments to study the

radiation damage to both normal tissue in vivo and peptides with laser-driven protons at

ultra-high instantaneous dose rates. With the transports installed, the BELLA iP2 beamline

was able to deliver significantly more charge to the samples, increasing the dose per shot

and minimizing the total exposure time required. The transports also effectively delivered
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a uniform dose over the samples. This chapter will give an overview of the setup of these

experiments, the installation of the beam transports, and the work done to characterize their

performance.

Concurrently, we implemented a suite of diagnostics used for dosimetry including multiple

integrating current transformers (ICTs) for indirect, online dose monitoring and calibrated

radiochromic films (RCFs) to record the absorbed dose and profile.Monte-Carlo (MC) sim-

ulations of the beamline allow us to predict the dose received by the sample and correct the

linear energy transfer (LET)-dependent response of the RCFs. This chapter not only further

establishes the practicality of utilizing LDIAs for radiobiological research but also highlights

the BELLA Center’s capability to accommodate further experiments in this domain.
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Chapter 2. Theory

This work spans multiple distinct disciplines of physics and biology and stands at the inter-

section of lasers, plasmas, and accelerators. There is a significant body of work on the theory

behind each of these fields. Presented here is a subset that is relevant to the use of laser

driven ion beams in biological research. The basic process of using laser driven ion beams

for radiotherapy is described as follows:

First, a large number of ions are accelerated in the electromagnetic fields generated in

a plasma created by the interaction between a high intensity laser and solid target. This

collection of ions are then collected and focused into a beam by a carefully designed arrange-

ment of magnetic fields in the beam transport system. The ion beam propagates toward a

biological sample and the constituent particles deposit their kinetic energy as dose as the

particles interacts with the matter in the sample.

This chapter aims to mathematically describe the motion of these particles and relevant

physics at each stage of this process.

2.1 Laser-driven ion acceleration

Laser-driven ion acceleration has become a very attractive area of research due to the unique

properties of the ion beams generated being particularly relevant to a variety of applications.

Compared to conventional radio-frequency (RF) accelerators, laser-driven ion beams exhibit

unique properties, including a large number of protons per shot (1013/shot), a low emittance

(< 0.1 mm mrad), and an ultra-short pulse duration (10−12 s at the source) [6, 7].

A significant advantage of laser-ion accelerators is their large accelerating gradient which

is four orders of magnitude greater than in a traditional RF cavity (106 MV/m vs. 102 MV/m).
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The large accelerating gradient allows ions to be accelerated to a higher energy over a shorter

distance. This property makes such accelerators advantageous for applications that need to

be compact and can provide broader access for users of research accelerators as they can

be set up in smaller labs. The ultra-short pulse duration and high energy density of laser-

driven ion beams also makes them suitable for ultra high dose-rate radiobiological studies

related to cancer therapy [9, 29, 30]. Other applications can be found in the fields of material

science [12] and warm dense matter physics [13, 10, 14].

The laser acceleration of ions from solid targets is a complicated, multidimensional process

involving relativistic effects, non-linearities, and collective and kinetic effects.

While there are multiple ion acceleration mechanisms that have been explored, this work

will focus on Target Normal Sheath Acceleration (TNSA) as it poses less stringent require-

ments to laser and target conditions than the other mechanisms and thus is the most dom-

inant mechanism demonstrated experimentally. Theoretical methods for the various phys-

ical mechanisms involved in TNSA range from analytical approaches [31, 32] for simplified

scenarios over fluid models up to fully relativistic, collisional three-dimensional computer

simulations. Crucial features such as the maximum ion energy, as well as the maximum ion

energy, can be obtained analytically, but a full dynamic description of the process has to be

obtained numerically.

2.1.1 Target Normal Sheath Acceleration (TNSA)

When an ultra-intense laser pulse (intensity I > 1018 W/cm2) strikes a solid target, it drives a

violent laser-plasma interaction at the front surface. A significant fraction of the laser energy

is absorbed by target electrons via mechanisms such as J×B heating, producing a population

of hot electrons with quasi-Maxwellian energies (typically in the MeV range). These hot
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electrons penetrate through the target and erupt from the rear surface into vacuum. As

the hot electrons escape, they leave behind the immobile, positively charged ions, thereby

setting up an intense electrostatic sheath field at the target rear surface. This sheath field

points outward, normal to the target surface, and it accelerates ions (especially protons or

other light ions present on the back surface) to high energies in the target-normal direction.

This Target Normal Sheath Acceleration (TNSA) process can be summarized as:

• Plasma formation: Before the main peak of the laser pulse arrives at the target, the

laser pre-pulse has sufficient intensity to ionize the atoms in the front surface of the

target, generating a plasma. While an individual photon in the laser pulse does not

have enough energy to ionize a target atom, ionization can still occur due to multi-

photon ionization, tunneling, and barrier suppression. The now free electrons go on to

further ionize the surrounding atoms through collisions.

• Electron heating and transport: The main part of the laser pulse heats the free

electrons at the front surface through a variety of heating mechanisms. These electrons,

with a temperature Te, stream through the target unimpeded due to their high velocity

and build up an electron cloud beyond the back surface.

• Sheath formation and ion acceleration: The spatial separation of hot electrons

and the remaining target ions creates a quasi-static electron (Debye) sheath. This

sheath field (typically a few MV/µm over a scale of a few microns) drives ions at the

rear surface to accelerate outward along the target normal.

Characteristics of TNSA ion beams

TNSA ion beams have several distinctive properties:
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Broad energy spread: The ion energy distribution is roughly exponential in shape

with a continuous spectrum up to a maximum cutoff energy Emax [33]. The cutoff energy

generally scales with laser power PL as Emax ∝
√
PL [24].

dN

dE
=

N0

Eth
e−E/Eth for E < Emax, (2.1)

Large divergence: Typical TNSA proton beams have half-angle divergences on the or-

der of θdiv ∼ 20◦−40◦ which is quite large compared to The spatial and angular distributions

of the ion beam are determined by the spatial distribution (shape) of the electron sheath [34]

which can be described as bell-shaped [35]. Ions will be accelerated in the direction of the

electric field pointing normal to the electron density gradient of the sheath [36].

Low transverse emittance: Experiments have measured normalized transverse emit-

tances as low as 0.004 − 0.1 mmmrad for TNSA protons [37]. The origin of this ultralow

emittance is the rapid, space-charge-neutralized acceleration in the sheath: ions are ac-

celerated from rest to high velocity in an extremely short distance, and the presence of

co-moving electrons keeps the beam quasi-neutral during acceleration suppressing Coulomb

explosion [6]. The result is a highly laminar beam that appears to originate from a point-like

source (much smaller than the physical ion-emitting area). This excellent emittance is a

major advantage of laser-driven ion beams, as it promises superior beam focusability and

transportability.

Bunch duration: The ion bunch accelerated in TNSA is very short in time. Essentially,

the ions are accelerated in a single burst during the rise of the sheath field (on the order

of the laser pulse duration, tens of femtoseconds to a few picoseconds). The resulting ion

bunch can be picosecond-scale at the source, leading to ultrashort pulses of ions. As the
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ions have a velocity spread, the bunch will stretch in time as it propagates (longer flight

time for lower energies), but close to the source the ion pulse duration is extremely short

(much shorter than conventional accelerator beams). This ultrashort, high peak current ion

burst is of interest for applications requiring short time scales such as ultra-high dose rate

radiobiology and isochoric heating.

In summary, TNSA produces high-charge, MeV-energy ion beams with low emittance

but large divergence and a broad energy spectrum. These characteristics have driven a great

deal of research into beam control (using magnetic optics or novel targets to collimate or

focus the beam) and into alternative acceleration mechanisms that might intrinsically deliver

higher energies or narrower spectra.

2.1.2 Other acceleration mechanisms

While TNSA is the most prevalent and experimentally demonstrated mechanisms of LDIA,

its limitations—particularly the broad energy spread, high divergence, and limited achiev-

able energy—have motivate explorations of other acceleration mechanisms. Two important

mechanisms that may promise higher ion energies and improved beam quality are Magnetic

Vortex Acceleration (MVA) [38, 39] and Radiation Pressure Acceleration (RPA) [40, 41].

Magnetic Vortex Acceleration is a regime that occurs when an ultra-intense laser interacts

with a near-critical-density (NCD) plasma target - i.e. a plasma with electron density ne

on the order of the lasers critical density (nc ∼ 1021 cm−3 for 800 nm light). In this

scenario, the laser penetrates into the target, expelling electrons ponderomotively, forming

a low density channel. Electrons are accelerated in the laser’s wake forming high current

filament through the center of the channel. The current induces a strong azimuthal magnetic

which co-propogates with the laser and electron filament through the channel (acting as a
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waveguide) to the rear side of the target. As the electron filament and magnetic vortex

escapes into vacuum, a strong longitudinal and transverse electric field is created due to

the charge separation and expanding magnetic field that accelerates and focuses ions in the

channel. Simulations predict that MVA can accelerate protons to hundreds of MeV with

high laser-to-ion energy conversion efficiency [24].

Radiation Pressure Acceleration is a fundamentally different scheme in which the lasers

light pressure directly drives the acceleration of ions. In this mechanism, the laser behaves

like a piston or light sail, pushing on the plasma as a whole. When an intense laser is reflected

or absorbed by a medium, it imparts momentum equal to the radiation pressure.

The theoretical advantages of RPA lie in its scaling and beam quality. Unlike TNSA

(where energy comes from a thermal process and saturates), RPA offers a much more favor-

able scaling of maximum energy with laser parameters. In fact, for light-sail RPA the energy

per ion can scale in proportion to the laser pulse fluence (intensity × time) - meaning one

could reach GeV ion energies by using sufficiently intense, long pulses. Moreover, if the foil

accelerates as one piece, all ions gain nearly the same energy, yielding a monoenergetic beam

rather than an exponential spectrum. In simulations, RPA with circular polarization has

indeed produced narrow energy-spread ion bunches (sometimes with a quasi-monoenergetic

peak) instead of the broad TNSA spectrum [6].
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Figure 2.1: Scaling laws for different acceleration mechanisms are shown for a pulse duration
of ∼35 fs along with a collection of experimental data on maximum proton energies at various
laser intensities. Experiments in the TNSA regime are shown in blue, and experiments
reporting on the onset of advanced mechanisms are shown in green. The maximum proton
energy generated using the BELLA PW (iP1) is shown with a blue/red star. Experiments
conducted with a pulse duration of < 50 fs are shown with hollow stars. The range of proton
energies relevant to medical applications is displayed in green. The maximum on-target peak
intensity of the BELLA iP2 beamline is marked with a dashed black line. From [24].

Each alternative mechanism (MVA, RPA, as well as others like collisionless shock accel-

eration and break-out afterburner) comes with its own requirements and challenges. MVA

requires near-critical plasma targets and carefully tuned laser propagation through them,

while RPA requires ultra-thin targets and good laser temporal contrast. The theoretical

promise of these schemes is significant: both MVA and RPA offer more efficient ion accel-

eration and higher ultimate energies than conventional TNSA. Developing these alternative
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mechanisms is important for the future use of laser driven sources in applications.

2.2 Ion beam transport and delivery

After being generated in the laser-plasma accelerator through the processes outlined above,

the particle beam needs to be collected and transported by a beam transport system before

it can be used for an application. Particle beam transport refers to the process of guiding

and focusing beams of charged particles from one location to another. This is achieved

using special arrangements of electromagnetic fields designed to steer and focus the beam.

The goal is to ensure the beam maintains its desired trajectory and quality while being

transported to its target location, whether it’s an experimental target, a medical patient, or

another accelerator.

This section will give a brief overview of the relevant beam physics, the mathematics

describing the motion of ensembles of particles in accelerator structures. Much of this is

adapted from An Introduction to Beam Physics by M. Berz, K. Makino, and W. Wan [42].

2.2.1 Curvilinear coordinates

In order to describe the propagation of an ensemble of particles as a beam mathematically,

it is useful to describe their motion relative to a reference trajectory that follows the desired

main beam path. The motion of a given particle in the beam can be described in six
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coordinates combined into one vector z⃗,

z⃗ =



x

a = dx
ds = px

p0

y

b = dy
ds =

py
p0

l = κ(t− t0)

δ =
K−K0
K0



(2.2)

The first four terms (x, a, y, b) describe the motion of a particle in the plane transverse

to the beam propagation s, with x and y representing the displacement from s and a and

b representing the angular divergence from the reference trajectory. The energy deviation δ

represents the deviation of a given particle’s initial kinetic energy K from that the reference

particle’s, K0.

The variable l represents the deviation of the time-of-flight t from that of the reference

particle, but is in units of length as it multiplied by a constant κ that has the dimension of

velocity. Specifically,

κ = −v0
γ0

1 + γ0
(2.3)

using the absolute value of the velocity of the reference particle v0 and the associated γ0.

This defines a curvilinear coordinate system where the frame moves along a reference

trajectory, or curve, where the reference particle is always centered.
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2.2.2 Transport maps

The motion of a particle moving through a beam transport can be described by a transfer

map M , relating its final phase-space vector z⃗f to its initial phase-space vector z⃗0,

z⃗f = Mz⃗0. (2.4)

To first order, this mapping can be represented as a transfer matrix



x

a

y

b

l

δ


f

=



(x|x) (x|a) (x|y) (x|b) (x|l) (x|δ)

(a|x) (a|a) (a|y) (a|b) (a|l) (a|δ)

(y|x) (y|a) (y|y) (y|b) (y|l) (y|δ)

(b|x) (b|a) (b|y) (b|b) (b|l) (b|δ)

(l|x) (l|a) (l|y) (l|b) (l|l) (l|δ)

(δ|x) (δ|a) (δ|y) (δ|b) (δ|l) (δ|δ)





x

a

y

b

l

δ


i

(2.5)

where each element in M represents coupling between elements in the particle’s state vector

z⃗. For example, M12 = (x|a) represents the effect a particle’s initial transverse momentum

(a) has on its final position (x). Having the elements M12 = (x|a) and M34 = (y|b) = 0

stipulates that the initial transverse momentum has no impact on its final position (to

first order). This is necessary to achieve point-to-point focusing which delivers the highest

intensity beams at the focal plane.

To study higher order or nonlinear effects, this mapping can be Taylor expanded. For

example, the expansion for x is given as
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xf =
n∑
(x|xixaiayiybiblilδiδ )xix0 aia0 y

iy
0 b

ib
0 l

il
0 δ

iδ
0 (2.6)

where the sums go over all six-tuples (ix, ia, iy, ib, il, iδ) up to arbitrary order n = ix + ia +

iy+ ib+ il+ iδ. Each element represents a specific aberration that distorts a particles motion

described by the linear map. For example, the term M126 = (x|aδ) is a chromatic aberration

that causes the focal plane of an imaging system to shift according to a particles energy δ.

2.2.3 Magnetic optics

A beam transport is made up of magnetic optical elements used to steer and focus the beam.

These are specially designed arrangements of magnetic fields that manipulate the trajectories

of charged particle beams. Magnetic optics can act similarly on particle beams as glass optics

act on beams of light (i.e. lensing), and are often using a similar framework.

The simplest magnetic optical element is the dipole magnet, which are used to steer the

beam. A dipole magnet is made of two poles that create a constant magnetic field between

them. A particle with charge q and momentum p will move inside a uniform magnetic field

B in a circular orbit of radius ρ equal to the Larmor radius

ρ =
p

qB
. (2.7)

Off-momentum particles will be deflected at different angles from the reference trajectory

according to their magnetic rigidity Bρ = p/q.
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Quadrupole magnets are linear elements used to focus charged particle beams.

B⃗ =


Gy

Gx

0

 (2.8)

Quadrupole magnets are focusing in one plane while defocusing in the other. By including

a drift section between two of them, they can achieve overall focusing.

2.3 Radiation transport in matter

After acceleration and beam transport, the laser driven ion beams are delivered to a sample

where they deposit their energy into the material.

Radiation transport refers to the physical mechanisms by which energy is transferred from

ionizing radiation—such as photons and charged particles—to the atoms and molecules of

a medium. The specific modes of interaction depend on both the type and energy of the

radiation and the properties of the target material. These interactions govern the spatial

distribution and magnitude of energy deposition, forming the basis of dosimetry and radio-

biological modeling.

This section outlines the physical principles of radiation transport relevant to the systems

and exposures used in this work. It begins by examining the attenuation and absorption of

X-rays in matter, followed by a treatment of the stopping power and linear energy transfer

(LET) for massive charged particles like protons, and concludes with a discussion of Monte

Carlo radiation transport methods used to simulate dose deposition from broadband laser-

accelerated beams. Understanding this interaction is essential not only for accurate dose
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delivery but also for interpreting the biological effects of radiation, particularly in the context

of ultra-high dose rate exposure.

2.3.1 X-ray absorption and attenuation in matter

X-ray photons have sufficient energy to ionize atoms. They can interact with the nuclei

and electrons in matter through incoherent scattering, coherent scattering, photoelectric

absorption, and pair production. A photon has a certain probability of interacting depending

on the photon energy and elemental makeup of the material it is passing through. The

cross section σ is a measure of this probability. The cross sections for the different types

of interaction are well documented across a wide range of photon energies and elemental

compositions.

A more useful metric for the absorption of X-rays is the linear attenuation coefficient µ.

This quantity is related to the cross section and can be defined as the probability per unit

path length that a photon will interact with a medium.

Fig. 2.2 shows the linear attenuation coefficient in water as a function of photon energy

separated by the different interaction types.

The intensity of an X-ray beam decreases exponentially with distance into a material

as the photons randomly interact and are absorbed. Assuming the material is of uniform

density and composition, the intensity I can be calculated at a certain distance z into the

material using

I(z) = I0e
−µz, (2.9)

where I0 is the original photon intensity.

This is relevant for dose rate characterization of the X-ray sources outlined in Ch. 3.
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Figure 2.2: Linear attenuation coefficients for water for the different interaction types. The
sum of the linear attenuation coefficients from each type of interaction is equal to the total
linear attenuation shown in black. Data from [43]. Assumes density of water is 1 g/cm3.
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2.3.2 Stopping power and linear-energy transfer (LET) of massive

particles

Massive charged particles such as protons deposit their energy differently from photons.

Charge particles experience a retarding force as they interact with the electrons and nuclei

in the material they move through.

Stopping Power is defined as the energy loss per unit path length of a charged particle

(such as a proton) traveling through matter. The linear stopping power S is given by S =

−dE
dx , where dE is the mean energy lost by the particle in traveling a small distance dx in the

medium. The negative sign indicates the particle is losing energy. Linear stopping power has

units of energy per length (e.g. MeV/cm) and is often separated into the electronic stopping

power—from inelastic collisions with electrons causing ionization/excitation of atoms—and

nuclear stopping power—from elastic collisions with nuclei. The electronic stopping power

dominates for therapeutic proton energies (10s-100s MeV). Note, protons can also lose energy

through the emission of bremsstrahlung (radiative stopping power) but this is only important

for ions at extremely high energies.

The stopping power S = −dE
dx of a proton with velocity v (relative velocity β = v/c) and

charge state Z in a material with electron density ne and mean excitation energy Ie can be

analytically described by the Bethe Bloch formula

S = −dE

dx
=

4π

mec2
neZ

2

β2

(
e2

4πϵ0

)2
[
ln

(
2mec

2β2

Ie(1− β2)

)
− β2

]
(2.10)

where c is the speed of light, ϵ0 is the vacuum permittivity, and me and e are the electron

rest mass and charge, respectively [44, 45]. Rather than evaluate Eq. 2.10 for every proton
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Figure 2.3: Mass stopping power and range in water for various proton energies. The electron
stopping power (blue) makes up the majority of the total stopping power (black). The range
is calculated using the continuous slowing down approximation (CSDA).

energy, it is easier reference online databases for these values, such as PSTAR [46], which

are based on this formula and supplemented with empirical data for low energy protons (¡

0.5 MeV) where the Bethe-Bloch model is less valid.

For convenience, stopping power is frequently expressed as a mass stopping power (per

density), S/ρ, in units of MeV cm2/g. Mass stopping power is normalized by material density

to enable comparison across materials.

Linear Energy Transfer (LET) is closely related to stopping power, but with a focus

on the energy deposited into the medium as opposed to the energy lost by the particle.
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Formally, LET is defined as the average energy imparted to the medium per unit distance by

a charged particle. The LET accounts for energy that remains in a small local region around

the particle trajectory while excluding the energy carried away by secondary particles (like

energetic delta-ray electrons or bremsstrahlung photons that may deposit energy far from the

region of interaction). In practice, for heavy charged particles like protons, the unrestricted

LET (with no cut-off for secondary electron energy) is numerically very similar to the total

electronic stopping power. Thus, in radiotherapy contexts, the terms LET (usually expressed

in keV/m) and linear stopping power are often used interchangeably when referring to the

protons energy deposition rate in tissue. It is important to note, however, that conceptually

stopping power refers to energy loss of the particle (regardless of where that energy goes),

whereas LET refers to energy deposited locally in the medium.

Stopping power and LET directly link to dose deposition. The absorbed dose D (energy

deposited per unit mass, in J/kg or Gy) from a proton beam can be estimated by multi-

plying the stopping power by the beam fluence (number of protons per unit area). For a

monochromatic proton beam of energy E and fluence Φ = dN
dA , the dose deposited into a

medium Dmed of density ρ can be calculated using

Dmed = Φ
S(E)

ρ
. (2.11)

For a polychromatic beam, the dose deposited can estimated by integrating the stopping

power over the whole spectrum as

Dmed =

∫
ΦE

S(E)

ρ
dE, (2.12)
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where ΦE is the spectral proton fluence (number of particles at energy E per unit area).

In essence, high stopping power (high LET) means more energy is deposited in a short

distance, yielding a higher local dose. This underpins the formation of the Bragg peak and

is central to proton dosimetry calculations.

The Bragg peak refers to the pronounced peak in dose deposition that occurs near the

end of a protons range in matter. It arises because protons lose energy more rapidly as

they slow down (higher stopping power at lower velocity). A Bragg curve is a plot of the

protons linear energy transfer (or dose) as a function of depth in the medium. At the surface

(entrance), a proton beam deposits a relatively low dose (called the dose plateau). With

increasing depth, the dose gradually rises as the proton slows, then peaks sharply just before

the protons come to rest, and drops to essentially zero beyond the range. A picture of this

behavior in Fig. 2.4. This behavior is in stark contrast to the depth-dose of photons, which

exhibit an exponential attenuation with no sharp end-of-range peak.

It is this property that gives proton therapy its clinical advantage: by adjusting the

proton beam energy, the Bragg peak can be positioned to cover the tumor at a specific

depth, delivering a high dose to the tumor while sparing the surrounding normal tissues.

2.3.3 Monte Carlo radiation transport

The energy deposition of ionization radiation can be effectively simulated using Monte Carlo

methods [47]. Computer simulations that use Monte Carlo methods rely on repeated random

sampling of probability distributions in order to model processes that are too complex to

simulate deterministically.

Geant4 [48] is a general-purpose simulation toolkit that provides accurate modeling of

particle interactions with matter, making it invaluable for replicating proton beam transport
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Figure 2.4: Energy deposition of 10 MeV and 30 MeV protons in water over 1 cm. Protons
deposit most of their energy near the end of their range.

and energy deposition in complex geometries. Building upon Geant4, the TOPAS (TOol for

PArticle Simulation) platform [49] offers a user-friendly interface tailored to medical physics

applications, greatly facilitating the setup of comprehensive proton therapy simulations.

Monte Carlo methods are particularly valuable when dealing with non-conventional beam

sources, such as proton beams generated by laser-driven accelerators. Unlike the quasi-

monoenergetic beams from conventional cyclotron-based proton therapy, laser-accelerated

proton beams emerge from the target with broad energy spectra and large angular diver-

gence. This intrinsic spread can be harnessed to create unique dose profiles—for example, a

broadband proton spectrum can be shaped to produce a spread-out Bragg peak that covers

a greater depth range in tissue—but it also means the resulting dose distributions are more

complex and not readily handled by simple analytical dose models [50]. MC simulations ex-

cel in this scenario by explicitly tracking each proton and its interactions, thereby capturing
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the true three-dimensional dose distribution delivered by such unconventional sources.
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Chapter 3. Exploring the extremes of radiobi-

ology across different modalities and exposure

environments

3.1 Introduction to radiation therapy

Radiation therapy (also called radiotherapy) is a cancer treatment that uses ionizing radia-

tion to kill cancer cells and shrink tumors [51]. Radiotherapy is the current standard of care

for > 50% of all cancer patients [52], but its use is limited by access to facilities and healthy

tissue toxicity [29].

Proton beam therapy [53] exploits the unique energy deposition characteristics of protons

to deliver dose to tumors with high precision. Unlike photons (X-rays) which deposit energy

exponentially with depth, protons deposit relatively low dose in the entrance region and a

sharply peaked high dose near the end of their range (the Bragg peak).

There is a long history of radiation therapy research at the Lawrence Berkeley National

Laboratory (LBNL). The 184-inch cyclotron at LBNL was the site of the first use of protons

beams in cancer treatment back in 1958, work led by John H. Lawrence, the brother of the

founder Ernest O. Lawrence [26]. Radiobiology research continues at LBNL with evermore

sophisticated radiation sources. Presented here is the work to establish these new radia-

tion sources (or exposure environments) to serve as platforms for radiobiological research.

This includes characterizing and performing dosimetry on multiple exposure environments

at LBNL including the Advanced Light Source’s 3.2.1 and 3.3.1 beamlines.
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Figure 3.1: Example of phenylalanine modification by a hydroxyl radical.

3.1.1 The FLASH effect

One of the most promising recent innovations in the field of radiation oncology is the discovery

of the FLASH effect [18]. The FLASH effect refers to the enhanced differential sparing

between normal and tumor tissues when irradiated at ultra-high dose rates, much higher

than those used in current clinical use. The effect has been observed in different in vivo

animal models—such as mice [16, 54], mini-pigs and cats [17]—and with different beam

modalities—such as electrons [16], protons [55], and photons [56].

However, the underlying mechanism of the FLASH effect is still not well understood.

While there are numerous candidates that have attempted to explain this phenomenon, such

as radiolytic oxygen depletion [57], self-annihilation of radicals [58], and altered immune

system response [59] it likely involves a combination of factors.

One approach we have taken to study the FLASH effect is a reductionist approach to

achieve a molecular level understanding of radiation damage.

Radiolysis—radiation-induced chemical decomposition—of water during exposure to ion-

izing radiation creates hydroxyl radicals. These radicals are highly reactive and can lead to

damage or modification of nearby organic molecules. Figure 3.1 shows an example of the

modification of phenylalanine (a type of peptide). The hydroxyl radical attacks the oxygen in
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solution and fixes the modification in place leading to a +16 Da (amu) increase in molecular

weight of the polypeptide.

And modifications by hydroxyl radicals can be detected using liquid chromatography-

mass spectrometry (LC-MS) [60]. The retention time increases with the modification and

the proportion of modified peptides can be quantified. The modifications can be expressed

as a fraction modified with respect to the dose delivered.

Using the exposure environments outlined below, we exposed short peptides made of

6 to 16 amino acid residues to radiation and quantified radiation-induced damage to the

peptides. The biological results of the work done at the Advanced Light Source’s 3.3.1

beamline is published in [27].

This chapter will detail an important step in establishing these experimental platforms

to study radiobiology: dosimetry.

3.2 Dosimetry methods

Dosimetry is the method of measuring the dose absorbed by a material (usually biological

tissue or water) from different types of ionizing radiation. Due to the differences between the

exposure environments, such as the particle type and energy spectrum, dosimetry has to be

performed specifically and carefully in each environment before they can used for research

purposes. The dosimetry tools described in this section were used to determine the dose

deposition of the various radiation sources used for radiobiology experiments.
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3.2.1 Radiochromic film

Radiochromic film (RCF) is a type of dosimeter widely used in radiation dosimetry due to

its high spatial resolution and near-tisuse equivalence [61]. The active layer of the RCF is

sensitive to ionizing radiation and undergoes a change in color which can be directly related

to the dose that would be absorbed by a sample in that environment. More precisely, it

consists of radio-sensitive chemicals which polymerize into optically opaque polymers upon

irradiation. This is a chemical reaction which takes approximately 24 hours to complete,

although most of the development occurs in the first hour. As the film develops after being

exposed to ionizing radiation, the transmittance T of light through the film decreases, i.e. it

becomes more opaque. This change in opacity can be directly related to the absorbed dose.

The change in opacity is quantified by the Optical Density (OD), the log of the ratio of

the initial light intensity I0 and the transmitted light intensity I,

OD = − log10
I

I0
= − log10 T. (3.1)

The OD can be measured using different readout sources, often a photo spectrometer or

flatbed scanner.

To account for differences in the opacity between separate film pieces from manufacturing

error, it is recommended to subtract an unexposed film’s OD from the OD of the exposed

film—resulting in a netOD—so that the change in opacity is solely due to radiation exposure.

The netOD-dose response for a given film can be determined by delivering a range of known

doses from an independently characterized source of radiation and measuring the associated

netOD for each dose.
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Figure 3.2: Calibration curves of the RCF (EBT3) used in the two radiobiological experi-
ments outlined in Ch 5

The response curves are not absolute however as they depend on a number of factors [62]:

• Film model, lot number, and chemical composition

• Radiation type (photons, electrons, protons, alpha), radiation energy

• Readout system used, including scanner model and wavelength of light used to measure

the OD

• Time between exposure and processing.

The two models of film used in this work are GAFchromic HD-V2 and GAFchromic EBT-

3, both produced by Ashland (Bridgewater, NJ). The two models differ in their structure

(see Fig. 3.3), their chemical compositions (see Table 3.1, and the range of doses they are

designed to measure. HD-V2 has a recommended dose range from 10-1000 Gy while EBT-3

has a recommended dose range from 0.01-20 Gy [62]. While the films are near-tissue (water)
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Figure 3.3: Structure of GAFChromic HD-V2 (left) and EBT3 (right) dosimetry film.

equivalent, due to the difference in material makeup and density, the dose deposited will be

slightly different between film and sample. The chemical compositions and structures of the

RCF were used in simulations to estimate the conversion between the measured dose in the

films to the dose deposited in the actual samples.

All of the films presented in this thesis were scanned using an EPSON Expression

12000XL scanner with all image correction features turned off, at a typical resolution of

200 dpi (127 µm/pixel) in transmission mode. The scanned images were saved as 16-bit

grayscale and 48-bit color TIFF files. Scanning was typically conducted several days after

irradiation to allow for stabilization of the optical density development after irradiation. The

raw pixel values were converted to OD using a NIST-calibrated transparency step wedge that

was included in every scan.

33



Composition by element and atom %
Film model H Li C N O Na Al S Cl Zeff
HD-V2 58.2 0.62 27.7 0.40 11.7 0.48 0.27 0.05 0.62 7.63
EBT3 56.5 0.60 27.4 0.30 13.3 0.10 1.60 0.05 0.10 7.46

Table 3.1: Chemical composition (atomic%) and the effective atomic numbers Zeff of the
active layer of the RCF models used for dosimetry [62]. Both models have an active layer
density of 1.2 g/cm3. Zeff is a useful metric for comparing the dose deposition between
different materials. The Zeff of water is 7.42 indicating the active layer of EBT3 is closer
to water-equivalent in terms of radiation interactions than that of HD-V2.

The OD to dose calibration (Fig. 3.2) was acquired by exposing films in triplicate with x-

rays generated with a 320 KV x-ray tube (X-RAD320) and comparing the measured optical

density with the dose measured with an Radcal ionization chamber.

3.3 Characterizing exposure environments for radiobi-

ology research

3.3.1 X-ray tube (X-RAD320) for reference dosimetry and low

dose detection

The BioEngineering & BioMedical Sciences (BBS) Department in the Biological Systems &

Engineering (BSE) division at LBNL houses an X-Ray tube machine (X-RAD320, Precision

X-ray) which has been routinely used by scientists for irradiations of cells and small animals.

An X-ray tube generates hard X-ray photons by colliding electrons with a high Z material

target (typically tungsten). The electrons are thermionically emitted from a hot cathode into

vacuum and then accelerated by a high voltage potential Vp (in units of kV often expressed

as kVp when referring to the peak voltage). When the electrons collide with the target

the interaction produces X-ray photons through bremsstrahlung—radiation produced by the
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deceleration of a charged particle—and ”Characteristic X-rays”—target dependent radiation

produced when the vacancy of an inner shell electron (ionized by the incoming electron)

is filled by an outer-shell electron. The X-ray spectrum produced is broadband with a

maximum photon energy determined by the tube voltage Eν,max = eVp while the lower

edge can be controlled by a hardening filter. To compare between different machines, the

spectrum is often described using the half-value layer (HVL)—the depth in a given material

(usually aluminum or copper) at which half of the photons in the beam would be absorbed.

The number of emitted X-ray photons can be adjusted by controlling the tube current and

exposure time.

The XRAD-320 machine at LBNL is designed specifically for radiation therapy, having

a highly homogeneous beam.

Operating at Vp = 300 kVp and with a 0.5 mm Cu beam hardening filter in place during

irradiations, the machine was determined to have a HVL in Cu of 3 mm.

The dose rate is influenced by the:

• Photon spectrum: dependent on the tube potential Vp, the hardening filter, and source-

to-sample distance (due to hardening in air)

• Photon flux: dependent on the tube current, hardening filter, source-to-sample distance

(due to attenuation in air)

• Sample: dependent on the material, thickness, geometry

Absolute dosimetry was performed using a RadCal dosimeter (Rad-cal 10X6-0.18 ion

chamber) to both determine the dose rate for a given machine setting and to monitor the

dose applied to samples/RCF during irradiation.
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Figure 3.4: XRAD dose profile measured by EBT3 RCF.

The machine was used to calibrate our RCF. The XRAD machine was also used for

conventional dose rate X-ray irradiations of both the in vitro (peptide) and the in vivo (mice)

samples. When multiple samples were exposed, they were placed on a rotating platform

to ensure uniform irradiation across all of them. The uniformity of the XRAD field was

measured using RCF and is shown in Fig.3.4.

3.3.2 Synchrotron radiation at the Advanced Light Source (ALS)

Synchrotron light sources are large circular accelerators that generate high energy photon

beams (synchrotron radiation) that can be used for many applications. As the electrons that

orbit the storage ring in a synchrotron light source pass through a bending section (dipole),

they emit radiation as they are transversely accelerated.

Ec = h̄ωc =
3h̄cγ3

2ρ
(3.2)

The critical energy Ec (or critical frequency ωc) is a measure of the photon spectrum that

divides the spectrum into two regions of equal radiated power.
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Figure 3.5: Photon spectrum of an ALS bend magnet (1.3 T) with an electron beam energy
of 1.9 GeV and beam current of 500 mA [63].

The Advanced Light Source (ALS) beamline delivers a broadband X-ray beam with

critical energy 3.1 keV from a 1.3T bending magnet [27].

The spectrum can be hardened by placing thin metal filters (attenuators) that prefer-

entially absorb low energy X-rays. The high brilliance (flux) of synchrotron light sources

makes them well-suited to studying high dose rate radiobiology [64].

Two beamlines at the ALS (Beamlines 3.2.1 and 3.3.1) have been established to explore

ultra-high dose rate radiobiology at the molecular level.

3.3.2.1 ALS Beamline 3.2.1

At the ALS beamline (BL) 3.2.1, samples of peptides are suspended in solution and irradiated

using the X-ray beam as shown in Fig. 3.6. To ensure an accurate dose is delivered to the

samples, dosimetry was performed using radiochromic film to characterize the dose rate with

varying levels of attenuation in the beamline.

Previous dosimetry of the beamline relied on a single piece of film to estimate the dose
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Figure 3.6: (a) Overview of ALS 3.2.1 irradiation platform. Samples are placed in solution
in Eppendorf tubes held in the beam by a metal holder. A shutter controls the exposure
time. The X-ray beam (entering from the right) passes through varying levels of attenuation
attached to the shutter. (b) Dosimetry was performed using a stack (multiple pieces of film
on top of each other) of RCF (EBT3) to measure the dose depth profile for different levels of
attenuation. The plastic cap from the Eppendorf is placed in front of the stack to account for
the attenuation in the material. (c) The MC model geometry built in TOPAS to simulate
the beamline accounting for all the material present in the beamline that attenuates and
hardens the beam spectrum.
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rate. However, Monte Carlo simulations (TOPAS) of the beamline revealed that the beam

significantly attenuates through the 5 mm thick sample lowering the average dose rate seen

over the whole volume. Stacks of RCF were placed in the beamline to mimic the thickness

of the sample and capture the dose rate at different depths for each attenuation thickness

used. The average dose rate over the stack (accounting for the decreasing cross-sectional

area of the water in the tube) was calculated and is shown in the table below.

The Monte Carlo simulations attempt to fully replicate the environment of BL 3.2.1 to

account for attenuation and spectral shifting due to the matter present in the beamline

(beam pipe exit, Be window, N2 gas, plastic cap, air), but relies on assumptions for the

synchrotron radiation properties based on the ALS beam parameters. The simulations give

a 40% higher dose rate than as measured by RCF, but this difference is consistent across all

thicknesses of attenuation which implies a systematic error, most likely in the synchrotron

radiation assumptions. As RCF dosimetry was never performed with no attenuation present

in the beamline, these simulations were used to extrapolate the dose rate of the beamline in

that case.

The RCF dosimetry done here aimed to emulate the dose deposition in the samples in

solution exposed at the ALS. However, the doses measured by subsequent layers in the RCF

stack is not 1:1 with the dose deposited in water due to differences in absorption at these

beam energies (10-30 keV). Simulations comparing the dose deposited in water vs. EBT3

were done with the TOPAS setup outlined above to account for this difference in absorption

between the two cases.

When comparing the dose deposited into a single layer of RCF vs. water with equivalent

thickness MC simulations showed near water-equivalence of the active layer of the film (less

than 2% difference). However, the substrate in front of the active layer was found to be
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Figure 3.7: Simulated dose depth in each layer of the RCF stack and the dose deposited at
an equivalent depth in water. The RCF would receive slightly more dose than the water
sample at equivalent depths.
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Attenuation / mm of Al Dose rate in water / Gy s−1

0 3,970*
1 134
2.5 17.2
4.7 2.75
7.7 0.557

Table 3.2: Dose rates measured by RCF at the ALS 3.2.1 beamline (500 mA) with varying
levels of aluminum attenuation present.*As RCF dosimetry was never performed with no
attenuation present in the beamline, TOPAS simulations were used to extrapolate the dose
rate of the beamline in that case.

slightly less attenuating than water. More photon flux would reach the active layer than at

an equivalent depth in water (depth = 125 µm) causing the EBT3 to overestimate the dose

deposited at that depth.

When simulating the full stack, the ratio between dose deposited in water and dose

deposited in the film decreases with depth as each substrate attenuates the beam less than

water. To account for this difference, the dose rate values for a given attenuation were scaled

by a single correction factor. This correction factor was calculated using the simulated total

dose deposited in the 5mm-thick water sample and the average of the dose deposited across

each layer of the simulated RCF stack.

D(5 mm water sample) = 0.925× 1

18

18∑
i=1

D(EBT3 film layer i)

Using this correction factor, the doses as measured by the RCF were scaled to obtain the

dose rate in water. The dose rates for varying levels of attenuation are shown in Table 3.2.

These were used to set the exposure time of the shutter and dose applied to the samples.
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3.3.2.2 ALS Beamline 3.3.1

An irradiation platform was established at the ALS beamline 3.3.1 to study dose rate effects

on oxidative damage to peptides. This beamline differs from BL 3.2.1 in that the synchrotron

radiation beam is focused with a platinum-coated X-ray mirror to a minimum beam size of

∼80-100 µm.

Sample exposure was done by streaming a liquid jet of sample solution through the X-ray

beam. The samples were prepared in syringes connected to a high-pressure syringe pump

that ejects the solution out of a 75 µm jet nozzle at varying speeds of 4-20 m/s. As it travels

from the nozzle to the sample collector below, it passes through the X-ray beam and the

speed of the liquid determines the exposure time. A full description of this setup is described

in [27] and [65].

Dosimetry on the 3.3.1 beamline was performed using GAFchromic HDv2 RCF due to

the higher dose rate of the focused X-ray beam. A high dose rate calibration for this film

type was used to convert from OD to dose from [66].

The films were placed at the focal position of the X-ray beam in place of the liquid jet

and irradiated the day prior to sample irradiation. The films were irradiated with various

exposure times and with varying levels of attenuation, resulting in doses applied to the film

in the range of 1.48.4 kGy, to characterize the dose rate profile of the beamline. A Uniblitz

XRS6 X-ray shutter (Vincent Associates, NY) was used to control the exposure time.

The X-ray intensity was not spatially uniform vertically, which resulted in a variable dose

rate as the jet passed through the beam. The dose measured in each pixel in an RCF scan

was divided by the exposure time of the RCF to calculate the dose rate measured in each

pixel. The profile was then scaled by the exposure time per pixel of the liquid jet at the two
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Figure 3.8: Example of dosimetry estimation at the ALS 3.3.1 beamline. (a) Dose profile of
the X-ray beam measured by an RCF (left). (b) The vertically integrated dose is fit to a
double Gaussian (right) and an average over 75 µm of the peak of the fit is reported as the
dose absorbed by the sample present in the liquid jet.

speeds (4 and 20 m/s). The exposure time per pixel is the pixel width (42.3 m) divided by

the jet speed and represents the time the sample would be irradiated as it passes through

the space that pixel represents. By then integrating the dose profile vertically, the non-

uniformity of the X-ray intensity was taken into account, for the derivation of the radiation

dose and dose rate received by the liquid jet.

There was also some slight non-uniformity in the horizontal X-ray intensity across the

width of the water jet (75 m). Due to the limited resolution of the RCF scans at that scale,

the dose values reported in [27] were calculated by fitting the integrated dose profile to a

double Gaussian and then averaging over the width of the water jet.
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3.3.3 Laser driven proton beams

Precise evaluation of the absolute dose delivered by poly-energetic proton beams requires

accurate knowledge of the proton energy spectrum [67].

Monte Carlo simulations (see Section 4.2.2) of the beam transport proved necessary

for the dosimetry due to the linear energy transfer (LET) dependent response of the RCFs.

Schollmeier et al. [68] has shown that, like other charged particle detectors, the RCF response

is affected by LET, causing films to under-respond near the Bragg peak where the LET is

highest. Schollmeier et al. found that the film detection efficiency η, the ratio of the measured

dose to the expected dose, falls with increasing stopping power dE/dx as

η = 1− 0.4 exp [−4 exp [−0.2dE/dx]]. (3.3)

The stopping power for a given material is a function of the incident particle energy and the

material properties. Lookup tables for many common materials are available through the

NIST database [46]. Using Eq. 3.3 and the beam spectrum modeled with the MC code, the

dose values measured by the RCFs were scaled to account for this LET effect.

The dosimetry of the laser-driven ion beams used in radiobiology experiments will be

discussed more in Chapter 5.
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Chapter 4. Modeling and design of compact

permanent magnet-based transport systems for

laser driven ion acceleration

In this chapter, we report on a design study for such compact ion beam transports, transport-

ing up to 30 MeV protons to a dedicated sample site. Various configurations were explored

and their performance was analyzed so that potential users of future LDIA facilities can

choose the optimized configuration for their applications.

This work lays the foundation for the broader application of laser-driven ion beams by

addressing two of their most significant challenges: large divergence and broadband energy

spread. The tools and designs presented here will enable current and future laser-driven

ion accelerator facilities to more effectively meet the diverse needs of users across various

applications.

4.1 Permanent magnet-based optical elements

In order to take full advantage of the acceleration mechanism’s compact nature, it is prefer-

able for the beam transport to also be compact. This has proven to be a difficult task

however, as LD ion beams are characterized by an initially large divergence and energy

spread at the source. To accommodate such beams, transport systems using high gradient

focusing elements have been utilized in the field, typically via pulsed solenoids [69, 70, 71]

or permanent magnet quadrupoles (PMQs) [72, 73]. The beam transports based on PMQs

have been demonstrated for up to 14 MeV laser-driven proton beams [74, 75, 76, 77]. An-

45



other option is to use an active plasma lens (APL) [78, 79, 80, 29]. For certain applications,

APLs can be attractive due to the tunability of the focusing force and azimuthal symmetry

though the radial acceptance of APLs is not readily expandable which limits its collection

efficiency. Superconducting magnets [81, 82] can achieve a very strong field gradient with a

large bore but, not only can they become prohibitively expensive, they require a large cryo-

genic apparatus which exceeds the size requirements. They also run the risk of quenching

from being so close to the laser-plasma interaction. Lastly, if compactness is not required,

electromagnets and hybrid designs with technologies mentioned above can provide extended

capabilities [83].

We chose to focus on beam optical elements using permanent magnets considering the

cost and space efficiency, relatively high field gradient, and their established performance

under harsh laser-plasma environments. Sets of permanent magnets with specific magne-

tization vectors can be arranged in a Halbach arrangement [84] to achieve the same field

profiles seen in typical electromagnetic optical elements (e.g. dipoles, quadrupoles, and sex-

tupoles) but with higher fields. This special arrangement can boost the overall strength of a

permanent magnet optic given the limited remanent magnetization of commercially available

rare-earth ferromagnetic materials. In general, permanent magnet quadrupoles (PMQs) can

achieve gradients of 100s T/m while their normal conducting electro-magnetic counterpart

is typically limited to 1 T/m.

Permanent magnet quadrupoles (PMQs) are able to achieve this field strength with a

relatively large bore ( 20 mm) which is important as a large bore leads to a larger beam

admittance. And as the applications for LD accelerated beams generally require a large

beam current, maximizing collection efficiency is crucial for the transport design.
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Figure 4.1: Design (left), technical drawing (middle), and simulated field gradient as function
of the propagation axis z (right) of the permanent magnet quadrupoles. The physical length
is 120 mm (shown in red) and other parameters were described in Table 4.1.

4.1.1 Permanent magnet quadrupoles (PMQ)

The magnetostatic simulation code RADIA [85] was used to design the PMQs. The magnets

were based on an 8-azimuthal-segment Halbach array with 1.29 T of the bulk magnetization

Br. An example of the magnet geometry is shown in Fig. 4.1. This configuration is readily

achievable for commercial vendors, and this bulk magnetization level is typical for a N40

grade NdFeB magnet, which is also commercially available at relatively low cost. Since the

main purpose of this work is to explore different configurations of the transport systems, only

the magnet length was varied to change the focusing strength of the PMQs for simplicity,

while keeping the other parameters, such as inner radius and the magnetic field at the tip.

The fixed properties of the PMQs used in this design work are shown below in Table 4.1.

The simulated field gradient for a 120 mm PMQ along the propagation axis z is shown in

Fig. 4.1, where the maximum field gradient was 126.2 T/m with the magnet effective length

of 120.2 mm giving Btip = 1.26 T. The effective magnetic field at the surface of one of the

magnet segments, Btip, depends on the bulk magnetization, the magnet outer radius and

the length. It was found that Btip = 1.16 T was readily achievable for any length of the

PMQs, and therefore used in this study.
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Table 4.1: PMQ fixed parameters used for transport design. The length, number, and
distance between the magnets were varied

Fixed parameters Value
Inner radius 10 mm
Outer radius 30 mm
Bulk magnetisation Br 1.29 T
Effective magnetic field at tip Btip 1.16 T
Target - 1st PMQ drift space D1 40 mm
Minimum magnet - magnet distance 80 mm
Minimum last magnet - output distance 40 mm

The magnetic fields in the COSY simulation are based on the built-in magnet distribu-

tions in COSY. One can see from Fig. 4.1 that the fringe fields taper off (> 99%) about

40 mm from the physical edges of the magnet. Thus in COSY, the fringe fields on either

side of each magnet were modeled using the most sophisticated approximation available in

COSY which models them as falling according to the ENGE function outlined in [86]. The

minimum drift length between the PMQs was set to 80 mm and between the last magnet

and system output was set to 40 mm to avoid overlap of the fringe fields, which can reduce

effective strength of the PMQs. The drift space between the target and the first PMQ D1

was fixed to 40 mm for the same reason in addition to the beam collection efficiency being

of primary concern. Between these values, the magnet and drift lengths were varied to find

the optimal magnet locations to achieve focusing at the sample plane.

4.1.2 Permanent Magnet Dipoles

Depending on requirements from applications, dipole magnets may be desired to manipulate

the energy spectrum of the beam after transport. Dipole magnets were considered for a

number of transport designs discussed in this study, at different locations along the beamline.

They were also designed using RADIA. They consist of a rectangular shape yoke made of 1018
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Figure 4.2: Illustration of the permanent magnet dipole. The yoke is indicated in red and
the magnets are indicated in green. The segmentation is for simulation purposes.

Table 4.2: PMD parameters

Parameters Value
Half gap 10 mm
Height 124.8 mm
Bulk magnetisation Br 1.29 T
Effective magnetic field 0.89 T
Minimum magnet - magnet distance 80 mm

steel and NdFeB permanent magnet blocks as illustrated in Fig. 4.2. The bulk magnetization

was assumed to be Br = 1.29 T, identical to the PMQs discussed above.

The geometrical parameters of permanent magnet dipoles (PMDs) are summarized in

Table 4.2. The gap of the dipole magnet was set to be 20 mm to match the inner radius of

the PMQ. The magnet length was 50.8 mm to ensure flat magnetic field profile (< 3%) within

20 mm horizontally. The longitudinal length was varied depending on different applications.

RADIA simulations showed that the fringe field extends 40 mm on each side, therefore the

same 80 mm minimum magnet to magnet distance was imposed to the design work.

Note that one can improve the dipole field strength and uniformity by employing Halbach
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magnets. In this design study, such improvements were not essential to realize the proposed

systems, and therefore this simple dipole design was employed.

4.2 Transport design and simulation methodology

4.2.1 COSY INFINITY

Particle optics simulation tools are typically divided into two categories: numerical field in-

tegrators and map codes. Numerical field integrators, such as TRACK [87], IMPACT [88],

G4Beamline [89], and BDSIM [90], model the complete electromagnetic fields in a system

and simulate the trajectories of individual particles by integrating the equation of motion.

Numerical field integrators are robust in their description of the beam dynamics but can be

computationally expensive, making them less suitable for rapid lattice optimization and sim-

ulating large particle numbers. Conversely, map codes like MADX [91], TRANSPORT [92],

and TRACE-3D [93], model the transport system as transfer matrices to describe the action

of each optical element on the beam in phase space. The elements of these transfer matrices

are smooth functions of the transport parameters and can be quickly computed, allowing for

rapid optimization. This approach is also favored for optimization tasks due to the ability

to quickly analyze optical properties of the system represented by the elements of the trans-

fer matrix. This enables quick visualization and aberration correction, making them highly

advantageous for streamlining the design process and enhancing system performance.

In this work, we utilized COSY INFINITY [86], which combines the speed of traditional

map codes with the precision of numerical field integrators. COSY is commonly used in

the the study of accelerator lattices, spectrographs, beam transports, electron microscopes,
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and many other devices. Using differential algebraic techniques to perform the numerical

integration of the fields, it calculates Taylor expansions of the transfer map to arbitrarily

high order.

Given a configuration of magnets or electrostatic fields, COSY INFINITY can approx-

imate the transfer map to high order and optimize magnet strengths and positions. The

transfer map needs to be known to high order here as non-linear effects are important due

to the large beam size and energy spread of LD ion beams. The trajectories of a collection

of particles can then be calculated by applying the map to the particles’ initial values of

position and momentum. COSY provides particle tracking for a small number of particles

and can plot their trajectory through the transport. The COSY output maps were used to

evaluate the different investigated transport systems’ angular acceptance and transmission

efficiency.

To ensure calculations were performed up to the appropriate order, initial simulations of

the beam performance were done at successively higher orders. Beam performance appeared

to converge after 3rd order for the simplest designs (doublet, triplet, quartet) and after 5th

order for most complicated designs (mirrored quartet). In general, this should be done for

each transport configuration to ensure the accuracy of the simulation. All results shown

below were calculated to 3rd order, unless otherwise specified.

4.2.2 Monte Carlo-based radiation transport and particle tracking

In order to simulate and analyze the performance of the transport systems with a large

number of particles, a custom MATLAB script was written. This code integrates the high

order transfer map generated in COSY with a Monte Carlo (MC) based radiation transport

code.
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The code works by first generating a large number of macro-particles (> 106) with initial

parameters to match the beam emerging from the laser-plasma interaction, based on previ-

ous experiments (see 4.2.3 below). After the initial beam is prepared, each macro-particle’s

phase-space vector is passed through the map which calculates each macro-particle’s final

phase-space vector. The performance of each transport design was then evaluated by calcu-

lating the peak density, energy acceptance, and beam spot size of the output beam.

In addition to calculating the trajectories of a large number of particles, the code also

models the energy deposition into matter along the beam path as well as the energy de-

position inside the sample. This allows for the optimization of the transport to ensure a

high dose per shot and a uniform dose profile, which is relevant for beam transport designed

for the radiobiological applications in 4.4 and in the next chapter. This modeling accounts

for effects of energy degradation and scattering on the beam spectrum and profile, while

describing the dose deposition on the sample and a number of radiochromic films (RCF)

placed in the beam for dosimetry, based on data from the Particle Data Group [94]. More

information on the beamline setup and and all relevant absorbers are described in the next

chapter.

4.2.3 Input beam parameters

The initial parameters of the simulated particles in the beam were chosen to match those

from typical laser driven ion accelerators, based on previous experiments at the BELLA

Center, the relevant laser parameters of BELLA iP2, and theoretical descriptions of target

normal sheath acceleration (TNSA) [6, 29, 25]. The maximum laser intensity in the focus

for the BELLA iP2 is estimated at ≈ 5× 1021 W/cm2. For this beamline, the TNSA energy
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spectrum for the accelerated proton beam was modeled as,

dN

dE
= 5× 1010 [MeV−1] e−E/(7 [MeV]), (4.1)

where N is the number of protons in a beam and E the kinetic energy of the protons.

The initial position and propagation angle of each particle were assigned corresponding

to a Gaussian distribution with a source size of 0.1 mm (FWHM) and beam divergence

of 450 mrad (FWHM), respectively. The initial angular divergence in real laser plasma

accelerated beams is a function of the particle’s energy [95] though here it is treated as

constant. Particles with an initial divergence larger than the angular acceptance of the first

magnet are neglected for the rest of the calculation but are used to estimate the collection

efficiency.

In this work, the collection efficiency η is defined as the percentage of particles at the

specific nominal (design) energy E0 that are successfully captured and delivered by the beam

transport. This metric is useful because the primary objective of the transport system is to

deliver particles with energies close to the nominal energy. Further, it allows one to compare

the collection efficiency for the nominal energy independently of the energy acceptance.
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4.3 Beam transport designs for applications of LDIA

4.3.1 Configuration design and performance

4.3.1.1 Doublet

The doublet consists of two PMQs, each providing focusing force in either the x- or the

y-plane, and is a widely used configuration [74, 75, 76]. The system can be configured to

achieve point-to-point imaging in both transverse planes (M12 = M34 = 0). As an example,

the shortest doublet system can be designed by having all the drift lengths at their minimum.

With two variables L1 and L2 to meet two conditions M12 = M34 = 0, the shortest (430 mm

from source-to-focus) 30 MeV doublet was designed and illustrated in Fig. 4.3, where the

beam envelope for the E0 = 30 MeV beam is shown by the green lines, and the beam

X-motion

Y-motion

Source

X motion

Y motion 426 mm

Figure 4.3: Illustration of the 430 mm doublet for E0 = 30 MeV proton beam. The red,
green and blue lines show the trajectories for proton beams with energies of 0.8 E0, E0,
and 1.2 E0 with the maximum accepted divergence in each plane (x′ = 109 mrad and
y′ = 15 mrad for E0 = 30 MeV)
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Table 4.3: Parameters of the systems, units are in mm for drift (D) and magnet lengths
(L) and mrad for angular acceptance θ. Some designs were optimized to deliver beams of
different nominal energies listed as E0 in MeV.

Name E0 Length θx θy D1 L1 D2 L2 D3 L3 D4 L4 D5

Doublet 30 430 109 15 40 133.2 80 133.2 40
Doublet 210 1000 48 6.2 157.7 133.2 412 133.2 157.7
Doublet 30 750 109 15.9 40 126.3 80 55.3 448.3
Doublet 30 1000 109 16.3 40 124.2 80 49.9 705.9
Triplet 30 560 110 17.5 40 118 80 79.5 80 118 40
Triplet 117 1000 48 9.5 97.5 118 282.5 79.5 170.4 118 131.3
Triplet 30 1000 46.5 23.5 40 95.5 80 69.9 80 43.6 591.1
Quartet 610 52 21.5 40 102.4 80 77.1 80 76.1 80 33.8 40
Quartet 92 1000 24 14.5 59.6 102.4 225.3 77.1 133.8 76.1 198.2 33.8 132.4
Quartet 30 1000 28.5 32.5 40 66.6 80 67.9 80 60.6 80 27.2 496

envelopes for the kinetic energies 0.8 E0 and 1.2 E0 are shown by the red and blue lines,

respectively.

As illustrated in Fig. 4.3, particles with different energy would have a different angular

acceptance as the effective focusing of the PMQs is energy dependent. For simplicity, the

angular acceptance angles θx and θy listed in Table 4.3 are given as the angular acceptance

for particles with the nominal energy, E0.

One can see from Fig. 4.3 that the beam angular acceptance is limited by the first PMQ

for the x plane, and by the second PMQ for the y plane. Since the second magnet is further

downstream, and the beam gets further defocused by the first, angular acceptance is less in

the y plane than the x plane. This is why in the final design, discussed in 4.4, the bore of the

second magnet was enlarged to improve the overall collection efficiency. In the exploratory

part of this paper, the bore sizes were fixed in order to compare different configurations.

Shown in Fig. 4.4 (left) is the transverse beam profile at the focal position on the right

of Fig. 4.3 for the 430 mm doublet output and its energy spectrum (right). The transverse

beam profile for the doublet is quite asymmetric, with different levels of magnification in the
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Figure 4.4: The output transverse beam profile of the 430 mm doublet (left is to scale, middle
is zoomed in) and the output beam energy spectrum and energy-dependent normalized
transmission through the beam line (right), within the limited transverse beam profile area
of ±1 FWHM indicated by the dashed white line in the left image.

x and y planes. Here the energy spectrum was evaluated by limiting the spatial integration

of the beam particles to within one FWHM of the output spot size. This is equivalent to

limiting the beam going into the spectrometer with an iris in the laboratory.

The performance parameters of the 430 mm doublet, namely the collection efficiency η,

the peak density of the proton beam n1pk at the output plane, the energy spread in FWHM

δE, and output beam size in FWHM σ, are shown in Table 4.4. This configuration would

capture 2.7% of 30 MeV protons generated at the source can be delivered to the output of the

transport for the source parameters chosen for this study. In reality, the overall acceptance

of a given beamline depends on the real source parameters and may be higher due to the

energy-dependent divergence of LD ion beams [6].

One can design doublet systems of various sizes, and the solution may not be unique.

For doublet designs, one can maximize the angular acceptance of the beam by minimizing

the drift lengths, D1 and D2. Also shown in Table 4.4 are performance parameters for the

30 MeV 750 mm and 1.0 m doublet systems with the minimum D1 and D2, whose system

parameters are shown in Table 4.3. The shorter system delivers higher proton density with
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Table 4.4: Simulated beam transport results for doublet configurations of different lengths,
including the collection efficiency η, peak ion density n1pk, energy acceptance δE, and
FWHM beam sizes σx, σy at the output plane.

Length η n1pk δE σx σy
[mm] [%] [109/mm2] [MeV] [mm] [mm]
430 2.70 16.7 0.65 0.76 0.034
750 2.86 3.4 1.15 1.5 0.161
1000 2.93 1.8 1.2 1.98 0.23

a narrower energy spread and smaller spot size. The longer system can provide larger beams

with small improvement in the collection efficiency and focus symmetry. When an application

demands high proton density, one might employ the shortest transport system that can be

achieved from a technical implementation standpoint.

Once manufactured, the magnet strength cannot be varied for PMQs. Therefore, their

locations have to be varied to focus particles with different energies. The mentioned 430 mm

doublet was designed for 30 MeV, and could not focus lower energy protons because all

the drift lengths were minimum. The same set of PMQs used in the 430 mm doublet

configuration can be rearranged within a 1 m total system length to focus proton beams

with nominal energy up to 210 MeV. The system parameters for the rearranged 430 mm

doublet configuration to focus a 210 MeV proton beam (now 1000 mm in length) are also

listed in Table 4.3 as as the doublet with E0 = 210 MeV. These were estimated using the

same beam described in Sec.4.2.3 but with a nominal energy of 210 MeV. Note that this

comes with significant reduction of the angular acceptance since the first PMQ needs to be

moved downstream, but shows some flexibility of the transport even after the magnets are

constructed.
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Source

X motion

426 mm

556 mm

Figure 4.5: Illustration of the 560 mm triplet for E0 = 30 MeV proton beam. The red,
green and blue lines show the envelopes of 0.8 E0, E0, and 1.2 E0 proton beams. The half
angle of the traces are 110 mrad for x and 17.5 mrad for y planes.

4.3.1.2 Triplet configuration improves beam size symmetry

The beam asymmetry can be improved by requiring the x and y magnification to be sym-

metric in the design (i.e. requiring M11 = M33). This can be accomplished by adding

another focusing magnet and thus another free parameter. The shortest triplet design with

symmetric magnification (M12 = M34 = 0,M11 = M33) and a system length of 560 mm is

illustrated in Fig. 4.5. Note that the symmetric magnification does not mean that the x and

y plane dynamics are identical. The beam divergence differs between the planes. For this

design, all drift lengths were fixed to be the minimum length and all PMQ lengths L1, L2

and L3 were treated as variables.

The system parameters and performance parameters for 0.56 m and 1.0 m triplets are

shown in Table 4.3 and Table 4.5, respectively. While the solution for the 1.0 m triplet is

not unique, D2 and D3 were kept minimum for comparison with the doublet performance.

By comparing the shortest configurations, the triplet delivers the higher proton peak density

58



Table 4.5: Simulated beam transport results for different transport configurations, includ-
ing the collection efficiency η, peak proton density n1pk, energy acceptance δE, and FWHM
beam sizes σx, σy at the output plane. The minimum achievable transport map coeffi-
cients are provided to highlight a given configuration’s symmetry with values closer to 1
in the x (M11) and y (M33) planes indicating point-to-point focusing and similar values
indicating similar magnification. All configurations are designed with a nominal energy of
E0 = 30 MeV. The two configurations Quartet (z=-200) and Quartet (z=+500) are the
same design as the 1 m Quartet design above it, but the performance is evaluated at a plane
shifted from nominal focus. The energy acceptance for these are listed relative to the shifted
spectral peak at these locations, 26 MeV (a) and 34 MeV (b). Results of the mirrored quartet
(c) were simulated up to 5th order to ensure the accuracy of results.

Name Length η n1pk δE σx1 σy1 M11 M33

[mm] [%] [109/mm2] [MeV] [mm] [mm]
Doublet 430 2.2 18 0.75 0.84 0.034 7.3 0.14
Triplet 560 2.5 25 0.85 0.13 0.17 1.0 1.0
Quartet 610 1.5 24 0.85 0.15 0.19 1.1 1.1
Doublet 1000 2.3 2.0 1.4 2.1 0.23 17 1.2
Triplet 1000 1.5 5.1 1.4 0.36 0.53 2.8 2.8
Quartet 1000 1.3 6.6 1.2 0.34 0.35 2.4 2.4

Quartet (z=-200 mm) 800 11 1.7a 0.38 0.48

Quartet (z=500 mm) 1400 2.0 2.4b 0.69 0.69
Mirrored doublet 2000 2.3 23 0.85 0.105 0.22 1.0 1.0
Mirrored triplet 2000 1.5 21 0.65 0.13 0.17 1.0 1.0
Mirrored quartetc 2000 1.3 20 0.55 0.13 0.13 1.0 1.0
Quartet+Dipole 1000 1.6 5.3 0.85 0.344 0.342

with much improved symmetry compared to the doublet, while the efficiency and the energy

spread were comparable. When comparing the systems with the same length of 1 m, the

triplet delivers again higher proton peak density with improved symmetry despite of sig-

nificantly lower collection efficiency than the doublet. The energy spread was comparable.

It is clear that some asymmetry still remains for the triplet designs. This is due to the

asymmetry in the angular acceptance and chromatic aberrations. With insignificant cost to

the available space, the triplet design would deliver better beam quality than the doublet

for the applications envisioned for a laser-driven ion accelerator.
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The drift lengths between the PMQs selected for these triplets can be changed to focus

different energies in the same manner as studied for the doublet in the previous section.

Extending the total system length to 1 m, the PMQs from the 560 mm triplet can be arranged

to focus up to 117 MeV proton beams, and its system parameters are listed in Table 4.3 as

the triplet with E0 = 117 MeV. This energy is significantly lower than the doublet discussed

in Sec. 4.3.1.1. If an application requires a wide range of energies including up to 200 MeV to

be focused within the limited space, the doublet can be the best option, with the mentioned

disadvantage of an asymmetric focus.

4.3.1.3 Improving magnification symmetry of the transport system with a quar-

tet configuration

By adding a fourth focusing magnet, the magnification of the system, and thus the divergence

of the beam at the output plane, can be made symmetric. The 1 m quartet design with

symmetric magnification and divergence (M12 = M34 = 0, M11 = M33, M22 = M44) is

illustrated in Fig. 4.6. The system parameters and performance parameters are shown in

Table 4.3 and Table 4.5. The PMQs from the shortest quartet design (610 mm) can be

arranged to focus 92 MeV proton beam with a 1 m total system length, and its system

parameters are listed in Table 4.3 as the quartet with E0 = 92 MeV.

One can see from Table 4.5 that the symmetry was further improved by the quartet

designs for both shortest and 1 m cases, while other parameters were found to be comparable.

While the energy acceptance, collection efficiency η, and energy acceptance δE of the quartet

configurations that can be focused within 1 m was comparable to the triplet design, the added

beam symmetry at the output can be beneficial. For the doublet and triplet configurations,

the lower (higher) energy beam focus location in x and y planes are far from each other along
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X-motion z = -200

[mm]

z = 500z = 0

Figure 4.6: Illustration of the 1.0 m quartet for E0 = 30 MeV proton beam. The red, green
and blue lines show the envelopes of 0.85 E0, E0, and 1.15 E0 proton beams. The half angle
acceptances of the traces are 28.5 mrad for x and 32.5 mrad for y planes. Indicated by the
dashed red (blue) line represent the optimal sample locations for delivering a lower (higher)
average energy beam.

z due to chromatic aberrations. In the quartet design, one of the leading terms for chromatic

aberrations can be balanced between different planes along z, such as M126 = M346 or

M226 = M446. For the 1 m quartet design, M126 = M346 was also added to the requirements.

With this, the quartet as a whole can focus more symmetrically, similar to an active plasma

lens [79].

After other configurations are constructed, the longitudinal locations for the PMQs are

the only free parameters that could be modified to vary the energy spectrum. For the quartet,

it could more simply be done by varying the location of the sample to match the different

focal position for a desired peak energy in the spectrum. This creates the effect of shifting

the beam spectrum hitting the sample as off-energy particles would be defocused at these

locations, lowering their relative intensity. The transverse profile and energy spectrum of the

beam described in section B, transported with the 1 m quartet for different locations along z
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Figure 4.7: Simulated beam spectrum (left) and profile (right) at different target locations
z = −200 mm (top) and z = +500 mm (bottom) relative to the 30 MeV focal location for
the quartet design shown in Fig 4.6. This shows the target location can be used to tune the
system to deliver different beam energies.

after the final PMQ, i.e, z = -200 mm (corresponding to a focused energy of 26.1 MeV) and

z=+500 mm (corresponding to a focused energy of 34 MeV) with respect to the nominal

output plane for a focused 30 MeV beam, are shown in Fig. 4.7, and performance parameters

are listed in Table 4.5 as ”Quartet (z=-200)” and ”Quartet (z=500)”. Depending on the

application, a rough spectral scan can be performed by moving the target location rather

than moving each PMQs.
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4.3.1.4 Mirrored design for 1 to 1 imaging

With the shortest designs, the magnification factor of the Quartet described in the previous

section is close to 1 to 1 comparing the input beam with the transported beam at the output

plane, and the 1 m Quartet design has a larger magnification as show in Table 4.5. When

an application requires 1 to 1 imaging or a high proton fluence on the sample (keeping the

first magnet close to the source for high collection efficiency) while the sample location is

relatively far from the source, one can employ a mirrored design. This is simply repeating the

same transport in a mirrored manner. Furthermore, an iris or pinhole can be placed at the

first focus location to provide a narrower energy spread. Mirroring the system creates a new

symmetry which can compensate for some higher order chromatic and spherical terms in the

transfer map as shown in reference [96]. Shown in Table 4.5 is the performance estimate for

the mirrored 1.0 m doublet (total length 2.0 m) with an iris opening matching the FWHM of

the beam size. One can see that for all three configurations the mirrored design can provide

similar peak proton densities and energy spreads. The doublet has a slightly higher peak

density than triplet and quartet, while the quartet provides the lowest energy spread at

the output plane. It is note-worthy that the mirrored design is 1-to-1 not only for imaging

(M11 = M33 = 1) but also for divergence (M22 = M44 = 1). If an application requires a

high peak density relatively far away from the source (≥ 3 m), the mirrored design becomes

a reasonable option.

4.3.2 Controlling energy spread

The energy select-ability of PMQ-based focusing systems has been discussed in sections

above, as indicated by the energy spread δE. This energy selection scheme is not perfect,
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however, as a large number of the higher and lower energy particles can still make it through

even if that constitutes a smaller fraction of the original particle numbers. As shown in

Fig. 4.7 top left, the energy spectrum can have long low-energy tail. Some application may

require complete removal of those high- and low-energy tails, and/or a narrower energy

spread, e.g. for biological irradiation. Particles with different energies have different pene-

tration depths and could lead to radiation damage at locations different from the targeted

depth in the sample.

More precise energy selection can be realized by using dipole magnets in the transport

beamline combined with a slit. By varying the slit location and size along the energy disper-

sion axis, one can control the energy and energy spread. However, this system introduces an

energy dependent propagation angle, which may introduce inconvenience. Here we consider

a pair of identical dipole magnets (dog-leg) and an optional slit. This way the propaga-

tion angle remains parallel to the input angle, although different energies of the beam now

propagate along different axes with a lateral offset from the original propagation axis.

Illustrated in Fig. 4.8 is a 1.0 m quartet system with two 101.6 mm-long PMDs, its system

and performance parameters and are shown in Table 4.3 and 4.5, respectively. The system

was designed to satisfy M12 = M34 = 0, M11 = M33, M22 = M44, and is nearly identical to

the 1m quartet design. Slight modifications in the magnet lengths are to compensate weak

focusing forces from the PMDs. One can see that the energy spread was reduced from 1.05

to 0.85 MeV. Note that this is achieved without a slit, but by only taking into account the

beam portion within the ±1 FWHM beam size. The energy spread can be improved further

by limiting the beam in the dispersion plane with a slit. The slight decrease in the peak

density is from the removal of lower/higher energy particles contributions. From Fig. 4.8,

the defocused 0.85 E and 1.15 E beams are still partially overlapped. The energy spread
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1 m

X-motion

Y-motion

Figure 4.8: Illustration of the 1.0 m quartet with two dipole magnets from Sec. 4.1.2 with
magnetic dispersion along the x axis (Dipole field oriented along y) for E0 = 30 MeV proton
beam. The red, green and blue lines show the envelopes of 0.85 E0, E0, and 1.15 E0 proton
beams. The half angle of the traces are 28.5 mrad for x and 32.5 mrad for y planes. The
dipole magnets are shown in blue.

can be improved by having longer drift length between two PMDs or using longer PMDs.

Here, the total length was limited to 1 m to show what can be reasonably achieved within

1 m. Since the last drift lengths for the 1 m doublet and 1 m triplet are much longer, a

narrower energy spread within the same length can be realized with only two dipoles. If an

application demands a small energy spread while being compact, the doublet or triplet can

become better options. Note that this design can also be mirrored to provide 1-to-1 imaging.

The energy spread can be better controlled using an Energy Selection System (ESS) as

outlined in [83]. It consists of a set of four dipoles placed between the mirrored quadrupoles.

Similar to a chicane bunch compressor or fragment separator, the dipoles are arranged to

kick the beam off and back onto the longitudinal axis. Particles of different energies will

take different paths through the system due to the velocity dependence of the Lorentz force

and a beam block, or slit, can be arranged to only allow particles in a desired energy range
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X Motion 2 m

Figure 4.9: Mirrored quartet simple particle tracking. Higher energies (blue) and lower
energies (red) are blocked by slit. Energy can be selected by changing magnet and slit
(gray).

to pass through. A diagram of this design for the quartet is shown in Fig 4.9.

4.4 10 and 30 MeV Collimator designs for radiobiology

at iP2

The previous work establishes the tools necessary to efficiently design beam transport systems

for a variety of applications in laser-driven ion acceleration. Here, we present a beamline

design suitable for radiobiology, particularly for high-dose-rate irradiation studies.

In radiobiological applications, uniform irradiation of samples is required to ensure ac-

curate dose delivery. This necessitates a shift from point focusing to beam collimation to

ensure a uniform beam spot, in this case, 7 mm in diameter. For thin biological samples

(e.g. 2D cell cultures, mouse ears), the beam energy is able to be relaxed (10 MeV) to

lower the necessary focusing strength of the transport while still achieving full penetration
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Table 4.6: Magnet specifications for the 10 MeV and 30 MeV collimator schemes installed
in iP2

iP2 magnet parameters M1 M2 M3 M4
Inner radius (mm) 5 15 20 25
Gradient B′ (T/m) 220 59.7 37.3 29
Effective length Leff (mm) 50.25 50.10 57.90 60.10
Strength B′ × Leff (T) 11.0 2.99 2.40 1.92

in the sample. For thicker samples (> 1 mm) (e.g. peptides in solution), the beam energy

needs to be higher in order to fully penetrate. The flexibility of the transport simulation

tools discussed above enabled the development of a tailored design to meet these specific

requirements.

A set of compact, permanent magnet quadrupoles (PMQs) were used for beam transport

that had two configurations designed to collimate 10 MeV and 30 MeV proton beams, re-

spectively. The first two PMQs were designed to collimate 10 MeV protons. A second set of

PMQs could be moved into the beam path using linear stages to increase the overall focusing

strength of the transport and for collimation of 30 MeV protons. The 30 MeV configuration

allows the iP2 beamline to irradiate samples at larger penetration depths. After collimation,

the beam is deflected downward by a permanent magnet dipole (0.5 T) for energy selection

and spatial separation from the co-propagating neutrals and electrons. The specifications of

the magnets are shown in 4.6.

The beam transport was designed to deliver as much dose to the sample as possible while

maintaining a homogeneous dose distribution, both transversely and longitudinally, across

the sample. To ensure longitudinal dose uniformity in the sample, there is a need to balance

the energy spectrum so as to maximize the total charge delivered while applying an energy

spectrum well away from the Bragg peak. The energy spectrum of the beam at the source
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Figure 4.10: Illustration of the 10 MeV collimator for E0 = 10 MeV proton beam. The red,
green and blue lines show the trajectories for proton beams with energies of 0.8 E0, E0, and
1.2 E0 with the maximum accepted divergence in each plane (x′ = 82 mrad and y′ = 33 mrad
for E0 = 10 MeV)

Figure 4.11: Illustration of the 30 MeV collimator for E0 = 28.5 MeV proton beam. The red,
green and blue lines show the trajectories for proton beams with energies of 0.8 E0, E0, and
1.2 E0 with the maximum accepted divergence in each plane (x′ = 37 mrad and y′ = 36 mrad
for E0 = 10 MeV)
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Figure 4.12: Monte Carlo simulation results of 30 MeV transport

is Maxwellian so the vast majority of the beam is of low energy (<10 MeV) and collecting

only a small fraction (<1%) of this part of the spectrum is enough to outweigh the energy

deposited on the sample by the higher energy particles.

This design was implemented and used in an experiment at the BELLA Center’s iP2

beamline where the team irradiated in vivo samples to study ultra-high dose rate radiobiol-

ogy, an application well-suited to LD ion beams due their high intensity. The results of this

study and performance of the transport will be addressed in the following chapter.

4.5 Discussion

Presented here is a study of the collection and focusing of laser-driven proton beams with

compact, permanent magnet-based beam optics. A wide range of compact designs were

explored in this study, each with their own advantages and disadvantages. The doublet

delivers the highest transport efficiency and can have the most compact footprint, but it

suffers from an asymmetric beam spot at the output plane (sample site). The quartet

produces the most symmetric beam spot at the sample site with a more uniform energy

distribution, but is more costly than the other designs, because it requires more magnets,

occupies more real estate in the experimental chamber, and is more prone to alignment
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errors. Mirroring each configuration increases the proton spot quality and, thus, proton peak

density at the sample site because of the compensation of aberrations, and allows for energy

selection, either with just a slit or the energy selection system. This also doubles the number

of magnets and total required length of the system. The choice of design thus depends on

the application of the transport. We used the transport simulation tools established here to

design a 10 MeV collimation system for the first in vivo normal tissue irradiation with laser

driven protons.

For areas of future study, the effect of small perturbations or misalignment of the magnets

on performance should be investigated along with other practical considerations like fringe

fields. Although higher-order aberrations beyond the 3rd order were found to have minimal

impact on beam performance, a more detailed investigation would be worthwhile. All the

configurations still have rather significant chromatic aberrations which could affect the prac-

ticality of them for biological applications. A further study using higher order magnets (e.g.

sextupoles and octupoles) to control for these effects should be done.

The work presented here is significant to the community of laser-driven ion beam re-

searchers, as well as those involved in accelerator technology and high-energy physics. The

designs developed in this study will enable more efficient ion collection and transport for

LDIA applications ranging from cancer therapy to material science. Notably, the study pro-

vides a pathway to addressing the long-standing challenge of managing the large divergence

and energy spread in a compact environment, which is a critical barrier to advancing LDIA

technology.

70



Chapter 5. Implementation of beam transport

for laser driven ion acceleration at the BELLA

Center

Recently, LDIAs have been utilized to explore the benefits of ultra-high dose rates in radio-

therapy [97]. Irradiations with high dose rates ≥ 40 Gy/s have been shown to induce sparing

of healthy tissues while maintaining equal tumor killing compared to conventional dose rate

irradiations [16]. The FLASH effect is currently not well understood and its underlying

mechanisms have not been fully explored due to limited access to conventional radiation

sources that can achieve the necessary dose rates. An important open question currently is

whether this effect is due to the instantaneous dose rate (dose delivered per pulse) or the

average dose rate (dose delivered over the full exposure period) [5, 98].

Due to the ultra short pulse duration (< ps at the source) of the beams they create,

LDIAs are well-suited to explore this effect. They also offer other potential benefits for use

in radiotherapy. Their broadband energy spectra can be shaped to spread out the Bragg

peak of the energy deposition, allowing for irradiation over a larger depth than with a

conventional pencil beam scanning. Additionally, LD ion beams consist of multiple species,

enabling access to different regimes of biological effectiveness.

To utilize LDIAs for radiotherapy, the beams must be efficiently collected and transported

to the sample location while maintaining their high intensity to achieve a high dose rate and

uniform beam profile. The dose delivered to the sample also needs to be precisely monitored

due to the inherent shot-to-shot variability of LDIAs [99].
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A previous radiobiology experiment at the BELLA Center was one of the first to deliver

laser-driven protons to 2D cell cultures and showed a significantly higher survival rate of

normal-cells compared to tumor-cells [29]. Using the BELLA PW’s 13.5 m long focal length

laser beamline (iP1) and a 1 mm diameter active plasma lens (APL) [79] to collect and focus

the LDIA beam, the group was able to deliver proton pulses at ultra-high instantaneous dose

rates of 107 Gy/s to cell monolayers over a 10 mm diameter spot size. However, this setup

was limited in beam energy to ∼ 2 MeV due to the achievable laser intensity at iP1. This

beamline is optimized for generating laser-driven electron beams rather than ions. To be

able to penetrate thicker in vitro and in vivo samples, the proton beam energy needed to be

increased, requiring a higher laser intensity and more robust beam transport system.

Recently, an additional experimental chamber and short focal length laser beamline de-

signed to deliver the higher laser intensities necessary for high energy laser-driven ion accel-

eration, called interaction point 2 (iP2), has been constructed [23, 24, 25]. This beamline

has a sufficient intensity to generate proton beams at the energies necessary for irradiating

thicker biological samples.

For this new laser beamline, a compact high-energy proton beam transport system is

essential for further radiobiology studies of laser-accelerated proton beams. While the APL

was sufficient for the iP1 setup, the small 1 mm diameter of the APL limits the overall

collection efficiency of the ion beam, reducing the achievable dose per shot when moving

to higher beam energies. Making the bore wider requires the use of unfeasible discharge

currents. This motivated the use of permanent magnet quadrupoles which can achieve high

field gradients (100s T/m) with a large bore (10-50 mm diameter), while remaining compact

and requiring no bulky cooling system (as with superconductors) or high voltage (as with

pulsed solenoids).
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Presented here is the implementation of the two compact, permanent magnet-based beam

transport configurations used to deliver laser-driven proton beams to in vivo and in vitro

biological samples at the BELLA Center’s new iP2 beamline [25] in two recent experimental

campaigns to explore ultra-high dose rate radiobiology. The two configurations differ by

the nominal beam energy that they are designed to collimate. The original configuration,

consisting of only the first two PMQs in Table 4.6, is designed to collimate 10 MeV protons

and was used in the first in vivo experimental campaign. This campaign aimed to study

radiation damage to normal tissue by irradiating mouse ear samples with LD proton beams

at ultra-high instantaneous dose rates. In the followup campaign, the laser intensity was

increased and the beam transport extended with a second pair of PMQs (M3 and M4 in

Table 4.6) to increase the maximum beam energy in order to demonstrate iP2’s capability to

irradiate thicker samples. In this second campaign, more mouse samples of different genetic

strains were irradiated in addition to peptides dissolved in solution. The analysis of the

biological results of these campaigns is ongoing, and beyond the scope of this thesis, but

preliminary results are included to demonstrate the success of the campaigns and highlight

the role of the beam transport implementation.

Also presented are the multiple ways we performed and verified the doses delivered to

these samples. This was accomplished through the combination of calibrated radiochromic

film (RCF) and an integrating current transformer (ICT) which were used to perform both

online and off-line dosimetry.
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5.1 The BELLA PetaWatt (PW) laser system

The experimental results presented in this chapter were acquired at the BELLA Center’s

PetaWatt (PW) laser system. The BELLA PW laser is a double-chirped pulse amplification

(CPA)-based Ti:Sapphire laser system that can deliver up to 40 J of laser energy on target

with a pulse duration down to ∼ 35 fs (FWHM) with a maximum repetition rate of 1 Hz,

making it one of the world’s highest repetition rate PW lasers. A detailed discussion of the

BELLA PW laser parameters including both spatial and temporal pulse properties is given

in [20].

On the 13.5 m long focal length beamline, the final off-axis parabolic (OAP) mirror

focuses the laser beam to a spot size of 52 µm, yielding a peak intensity of ∼ 1.7 ×

1019 W/cm2 [20]. Previously, high charge proton and ion beams had been accelerated with

the BELLA PW up to 8 MeV energies with the long focal length beamline and 5 µm thick

Ti [100].

5.1.1 High intensity beamline and target chamber, iP2

In 2022, the BELLA PW laser beamline was extended with an additional target chamber

and beamline with a 0.5 m short focal length (f/2.5) off-axis parabolic mirror (OAP) in

order to reach ultra-high laser intensity [25]. A schematic of the iP2 beamline and target

chamber is shown in Fig. 5.1.

The OAP focuses the beam down to a focal spot size w0 = 2.3 µm (2.7 µm FWHM) in

both horizontal and vertical directions. At maximum compression (40 fs) and beam energy

(40 J), this corresponds to final laser intensity of IL =
2PL
πw20

= 7×1021W/cm2. The laser and

This laser intensity is relevant for discovery research in high energy density science (HEDS),
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Figure 5.1: The iP2 target chamber setup for radiobiology experiments. The laser focal spot
and intensity profile (measured at low power) are shown to the right of the chamber. The
laser incidence angle on target was 31 deg with respect to the target normal to avoid having
back reflections propagating back through the beamline and potentially damaging the laser.
Adapted from [25].

ion acceleration, and strong field QED, as well as applications, e.g., in radiobiology and

material science research.

5.2 Experimental setup and beam transport

An illustration of the proton beamline and experimental setup is shown in Fig. 5.2.

The BELLA PW laser was used to deliver pulses to a custom-designed tape drive target

system where protons were accelerated in the laser interaction with the 13 µm thick Kapton

tape via Target Normal Sheath Acceleration (TNSA).

For the first in vivo experiment, the laser was operated at 7 J, 60 fs pulse length, and

defocused to a spot size of w(z = +50 µm) = 6.1 µm optimized for the stable delivery of 8

MeV protons to the sample site at 2 Gy per shot. The laser operated at a reduced repetition

rate of 0.05 Hz due to the time required to perform online dosimetry and advance the tape
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Figure 5.2: (a) Illustration of experimental setup for mouse ear irradiations. Components
and distances are not to scale. The beam transport has two configurations designed to
collimate 10 MeV and 30 MeV proton beams, respectively. The quadrupole magnets are
mounted to motorized stages to easily switch from the 10 MeV transport to the 30 MeV
transport by moving the additional quads into the beam path. The ICT is used to perform
online dosimetry and is calibrated against RCFs placed at the sample location. RCFs are
placed in front and behind each individual mouse ear sample during irradiation to verify the
delivered dose.

drive to a new position to be fired upon.

For the second experimental campaign, the laser operated with 22 J pulse energy and 37

fs pulse length to achieve the higher intensity necessary to accelerate 30 MeV protons. It also

operated at a higher repetition rate (0.2 Hz) after further automating the online dosimetry

and improving the tape drive advancement software.

A set of compact, permanent magnet quadrupoles (PMQs) were used for beam transport

that had two configurations designed to collimate 10 MeV and 30 MeV proton beams, re-

spectively. The first two PMQs were designed to collectively collimate 10 MeV protons. A

second set of PMQs could be moved into the beam path using linear stages to increase the

overall focusing strength of the transport in order to collimate 30 MeV protons. This higher

energy configuration allows for the irraditation of samples with larger penetration depths at

the iP2 beamline.

After exiting the last PMQ, the beam passes through a 1 cm diameter aperture and
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through a 25 µm thick Kapton foil to filter heavier ion species originating in the laser-target

interaction, in addition to smoothing the proton beam profile at the sample site via scattering

in the foil. The beam is then deflected downward by a permanent magnet dipole for energy

selection and spatial separation from the co-propagating neutrals (X- and gamma rays) and

electrons.

Lead shielding was implemented surrounding the proton beam axis that blocked x- and

gamma rays along the direct line of sight between the laser target and the sample location.

The proton beam exits the vacuum chamber into air through a 25 µm thick Kapton

window before passing through the aperture of the integrating current transformer (ICT)

used to measure the charge delivered to the sample and perform online dosimetry (see ??

for more details). Before reaching the sample, the beam is collimated by a 7 mm aperture to

shield the sample and define a consistent exposure area on the sample. Radiochromic film

(RCF) was placed behind (and in front for the second campaign) of the samples to record

the accumulated dose and profile over the entire irradiation. Finally, a scintillator placed

behind sample holder was used to monitor the beam profile on-shot.

5.2.1 Magnet characterization and installation

The first two PMQs, M1 and M2, were manufactured and characterized by RadiaBeam.

The integrated field strengths and gradients were measured with a 1D Hall probe by the

manufacturer. The later two magnets, M3 and M4, were manufactured by Radial Magnets

but were not fully characterized. Magnetic field measurements were taken at LBNL using

a Hall probe (F.W. Bell 5170 transverse probe) in order to verify the field strength and

gradient as shown in Fig. 5.3. The measured magnet parameters are shown in Table 4.6.

The magnets were installed on 4-axis tilt aligner stages (Newport 9071-V) to manually
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Figure 5.3: Hall probe measurements of the magnetic field inside the bore of magnets M3
(top) and M4 (bottom). The field gradient of each magnet (left) was verified by taking a
linear fit of the magnetic field. The integrated field strength was estimated by integrating
over field measurements taken 10 mm off the central axis.
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Figure 5.4: The longitudinal axes of the PMQs were aligned to the beam axis defined by
a reference laser beam (green). Black plastic plugs with 1 mm diameter holes machined
through the center were inserted into the bore of the magnet to act as irises for more accurate
alignment.

adjust the yaw and pitch. These were then placed on motorized translation stages that could

be remotely operated by the BELLA control system to move the magnets in and out of the

beam path when necessary.

The magnets were aligned to a central beam axis defined by a reference laser beam

that was independently aligned to the nominal proton beam axis normal to the tape target

surface.Insertable plastic plugs were fixed on either side of the magnets with 1 mm holes

machined at their center to act as irises in order to better align the central axis of the

magnets to the reference laser. For each magnet, the position, yaw, and pitch were adjusted

iteratively until the laser propagated through the center of both irises with minimal reflection.

5.3 Beam transport performance

In January of 2023, the first in vivo animal models were irradiated with ∼ 8 MeV laser-

driven protons to investigate radiation damage to normal tissue at ultra-high instantaneous
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dose rates.

In April of 2024, a followup experiment was conducted to establish the capability of

irradiating samples at higher ion energies, up to 30 MeV. Going to this energy is necessary

to irradiate thicker samples uniformly.

5.3.1 Improved charge collection

The beam transport system successfully delivered over 1 Gy/shot to the samples in both

experiments while maintaining a uniform dose profile. Measurements of the proton charge

at the sample site with and without collimating the proton beam shows a roughly fourfold

increase in charge with the transport, resulting in more than 1 Gy per shot on the samples.

The wide bore and strength of the PMQs allowed a large amount of charge to be collected,

increasing the overall dose rate achievable at iP2.

A comparison between the charge collection with and without the two beam transport

configurations is shown in Fig. 5.5. The charge was measured by the ICT placed immediately

in front of the sample but before the beam was fully collimated by the 7 mm aperture. The

figure shows the average charge collected over five shots as a function of the target position

relative to the laser focus, z. The error bars represent the full range of charge reaching the

ICT over five shots for each target position.

This scan of the target z position was done to determine the optimum position with the

goal of both maximizing the dose and minimizing the shot-to-shot variability, but ultimately

revealed interesting and unexpected results.

First, it is evident that the 10 MeV transport significantly increases the amount of charge

reaching the ICT. At the best target location (z = −150 µm), the 10 MeV transport delivers

16 times more charge than with no transport present.
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Figure 5.5: Comparison of the charge collected by the transport configurations as measured
by the ICT placed before the sample, shown for different tape target positions relative to
the laser focus. The error bars represent the full range of charge measured by the ICT over
5 shots for each target position.
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The 30 MeV transport increases the charge delivered but less significantly than the 10

MeV transport. At best case (z = 100 µm), the 30 MeV delivers 4.8 times more charge than

with no transport present. This is because the 30 MeV transport is designed to deliver a

higher energy portion of the Maxwellian beam spectrum. The initial TNSA beam has orders

of magnitude higher charge at lower energies than at higher ones. Due to the additional

magnets in the 30 MeV transport, the lower energy part of the spectrum is effectively filtered

resulting in less overall charge.

An interesting but unexpected result shown in Fig. 5.5 is the reduced charge measured

by the ICT at target positions closest to focus. This is true with and without the transports

moved in the beam path. TNSA theory predicts higher proton production with increasing

laser intensity. The laser intensity impinging on the target is highest at focus so one would

expect the highest charge when z ∼ 0.

While it is unclear why we have seen the opposite behavior, it may be due to the TNSA-

generated beam not being perfectly normal to the target surface at the highest laser in-

tensities. Non-target-normal emission of protons has been reported when using ultra-high

laser intensities at oblique incidence [101]. The ICT measures the beam charge after 2 m of

propagation and after a lead aperture which may have blocked the main part of the beam if

it was generated off the target normal direction. Future work should focus on determining

the emission angle of the highest proton energies to better align it to the transport axis.

This could be explored by rotating the target relative to the laser.

5.3.2 Uniform beam profile

The beam transport was designed to deliver as much proton dose to the sample as possible

with a compact permanent magnet system while maintaining a homogeneous dose distribu-
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Figure 5.7: Comparison of the beam profile at the sample location as measured by the
scintillator with (left) and without (right) the scattering foil in place. The foil effectively
smooths out the beam profile to improve the lateral dose uniformity on the samples.

tion across the sample. Simulations of the transport ensured the correct placement of the

transport elements to achieve a uniform dose profile.

Figure 5.6: Beam profiles measured by RCF placed after the 10 MeV transport (a), at the
sample location but before the final aperture shown in red (b), and at the sample location
in the ear clamp (c). All distances are in mm.

The beam profile was also measured at various points along the beamline using RCF. A

selection of them are shown in Fig. 5.6.
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Figure 5.8: Comparison of simulated (left) and measured (right) dose profiles at the sample
location, normalized to mean dose for the two transport configurations 10 MeV (top) and
30 MeV (bottom). The color bars are normalized to the mean dose in each profile.

Fig. 5.8 shows a representative of the simulated and measured beam profiles at the sample

location for the two beam transport configurations. The overall lateral dose variation when

using the 10 MeV transport was measured to be 7%, as measured by multiple RCF placed in

situ. The 30 MeV transport delivered a less uniform beam during the 2024 campaign, with

a lateral dose variation of 14%. This difference can be seen in Fig. 5.8 as there is slightly

less dose deposited at the top of the profile in the 30 MeV case than in the 10 MeV case.

This is likely due to the broader beam spectrum used in the latter case.
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Figure 5.9: MC simulated proton spectra of the beam used in the 2023 campaign (left) and
the measured proton spectra of the beam used in the 2024 campaign (right). Shown are
both the beam spectra as delivered to the mouse ear (blue) and the spectra that reached
RCF used for dosimetry following the sample.

The dipole magnet angularly disperses the beam by energy meaning higher energy protons

will pass through the top of the sample while lower energy particles will pass through the

bottom. As there were significantly more low energy particles than high energy particles in

the 2024 campaign (see Fig. 5.9) and due to the fact that lower energy particles deposit more

dose than high energy (higher LET), more dose is deposited in the bottom of the sample

than at the top. The angle of the sample holder and the dipole were adjusted between the

campaigns to account for this effect but this effort was limited due to geometric constraints.
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5.4 Dosimetry of laser-driven protons for in vivo sam-

ples

At the BELLA Center’s iP2 beamline, we implemented a suite of diagnostics used for dosime-

try. These diagnostics include multiple integrating current transformers (ICTs) for online

charge measurements and calibrated radiochromic films (RCFs) to measure the dose pro-

file and calibrate the ICT dosimetry. Monte-Carlo (MC) simulations of the beam allowed

for us to predict the dose received by the sample and correct the linear energy transfer

(LET)-dependent response of the RCFs.

5.4.1 Online dose monitoring with an Integrating Current Trans-

former

Dosimetry was performed during irradiation, and verified after, through a combination of

on-shot charge measurements with an Integrating Current Transformer (ICT), accumulated

dose measurements with RCFs, and Monte Carlo simulations of the beam.

Because the dose per proton bunch (shot) was limited to 1-2 Gy, the samples were

irradiated with multiple pulses to reach the doses relevant for clinical radiation therapy

(10-40 Gy). Due to the large shot-to-shot fluctuations of the proton bunch charge, online

dosimetry needed to be performed to accurately apply the prescribed dose to each sample.

For each shot, the delivered dose was estimated using the charge measured by the ICT

(Bergoz model: ICT-122-070-05:1) placed before the sample. Before first biological samples

were irradiated, and at least once per day over the course of the campaign, the dose measured

by an in situ RCF placed into the sample holder was correlated to the summed charge
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Figure 5.10: The charge-to-dose calibrations used to perform online dosimetry. The charge
per ion pulse as measured by the ICT was correlated to the dose measured by RCF placed
in situ and used to estimate the dose delivered on shot to account for any shot-to-shot
fluctuations in the beam intensity. Data was accumulated over multiple shots.

measured by the ICT over multiple shots to establish a charge-to-dose conversion (see Fig.

5.10). This process has been used in radiobiology experiments at the BELLA Center before

and is explained more in [99]. This technique allowed us to monitor the dose we delivered

on each shot and adapt the number of shots to reach the prescribed dose for each sample

(see Fig. 5.11 for examples).

Thanks to our adaptive irradiation protocol guided by online dosimetry, the sample-to-

sample-variation (SSV) could be reduced to 5% (see Table 5.1), significantly lower than the

17% SSV in our previous study [29].
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Figure 5.11: Accumulated charge and dose delivered to two of the mouse samples in 2023
(left) and 2024 (right).

5.4.2 Absolute dosimetry using radiochromic film

Radiochromic film (RCF, Ashland EBT-3) was used to verify the absolute dose delivered to

samples and monitor the beam uniformity. These could only be processed after irradiation

due to the time it takes for RCF to develop and be analyzed.

In the first experimental campaign, a film was placed at the back of the sample holder

(17 mm from the sample). Monte Carlo simulations of the beam were used to convert the

dose measured by this film to the dose applied to the sample and account for the LET-

dependent response of the RCF. This process was iteratively improved through the course

of the two campaigns.

The conversion factor f(Q) between the dose value measured by the RCF M and the

dose applied to the sample DS is given by,

f(Q) =
DS

M
. (5.1)
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This factor can be estimated by performing Monte Carlo simulations of the beam and mod-

eling the energy deposited in tissue (approximated as water) and the active layer of the RCF

(approximated as polycarbonate). It is dependent on the beam spectrum, represented by Q,

due to the attenuation of the beam in the sample and air between the sample and the film.

The LET-dependent response of the RCF also needs to be taken into account. The MC

model was updated to also calculate the dose that would be measured by the RCF M by

scaling the energy deposited by each particle in the RCF active layer according to the factor

η from 3.3.

By calculating both the expected dose on the RCF without LET dependence Dfilm and

the expected dose with the LET-dependent under-response M , the measured dose can be

scaled by a factor fLET to represent the overall LET-dependent response of the film,

fLET =
Dfilm

M
. (5.2)

Thus the overall conversion factor between the measured RCF dose and the dose applied

to the ear is,

f(Q) =
DS

M
=

DSfLET

Dfilm
. (5.3)

This factor is dependent on the beam spectrum Q which fluctuates both shot-to-shot and

between irradiation days due to the differences in laser tuning. This is due to a variety of

factors. These factors impact the electron temperature in the laser-plasma interaction which

shifts the proton cutoff energy Emax and temperature Eth in the ion beam spectrum.

The ion beam spectrum was measured using a stack of RCF 52 mm from the tape

target which gave an initial estimate of the temperature Eth = 1.1 MeV and cutoff energy

Emax = 10.6 MeV. However, putting this beam spectrum into the MC model did not match
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RCF measurements.

The ratio between the doses measured by the RCFs that were placed behind the sample

were used as indirect spectral measurements to better determine the range of spectra to

input into the MC model.

The ratio between the dose measured by RCF1 M1 and RCF2 M2 across the samples

was found to vary with an average value of M1/M2 = 6.6 ± 1.2. The spectral parameters

Eth and Emax were varied to try to reproduce this ratio in simulation while accounting for

the LET-dependent response of the film measurements.

Relying solely on films placed behind the sample introduced challenges in the dosimetry.

As there is variation in both the geometry of the sample volume (ear thickness, number of

veins, hair present) and the intensity and spectrum of the beam, the dose deposited onto

the film is not perfectly correlated with the dose applied to the sample. Some of the films

placed behind the sample showed irregular beam profiles. Cross-referencing these profiles

and photographs of the sample in the holder revealed cases where tufts of hair or skin folds

were present in the beam path, affecting the dose applied and the film measurement. In

these cases, we had to rely on the dose estimated by the calibrated ICT. Thus, the absolute

dose values are a combination of both the ICT and film measurements.

In the second campaign, a set of RCFs were placed directly in front (RCF-A) and behind

(RCF-C) the in situ RCF (RCF-B) at the sample location during the ICT calibration shots

to obtain conversion factors between the doses measured by RCFs A and C to the sample

dose. Subsequently, new RCFs A and C were also placed in front and behind each of the

samples during irradiations to verify the dose applied to each sample.

In order to obtain the actual dose measured by each RCF, the raw dose values were

scaled according to the film detection efficiency η (Eq. 3.3). The average stopping power of
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Figure 5.12: Beam spectrum measured upstream of the sample location using a stack of
EBT3 RCF.
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the beam at each of the RCFs was estimated by inputting the energy spectrum shown in

Fig. 5.12 into the in-air portion of MC code. The film detection efficiency for each RCF

was estimated to be η = 0.767, 0.754, 0.804 for RCFs A, B, and C respectively. To obtain

the actual dose delivered to the sample, DS , the doses measured by RCFs A and C for each

sample, DA and DC , were scaled by the ratio of the doses measured by RCFs A and C, DA∗

and DC∗, to the dose measured by the in situ RCF-B, DB∗ for each day:

DS =
1

2

(
DA

DB∗
DA∗

+DC
DB∗
DC∗

)
. (5.4)

After the initial guidance provided by online charge measurements, this RCF analysis

routine allowed us to determine the absolute dose delivered to each sample.

To ensure longitudinal dose uniformity along the depth of the thicker samples, there is

a need to balance the energy spectrum so as to maximize the total charge delivered while

applying an energy spectrum well away from the Bragg peak. The energy spectrum of

the beam at the source is Maxwellian so the vast majority of the charge is of low energy

(< 10 MeV) and collecting only a small fraction (< 1%) of this part of the spectrum is

enough to outweigh the energy deposited on the sample by the higher energy particles.

The energy spectrum of the beam delivered to the in vitro samples was measured using

a stack of calibrated RCF (Gafchromic, EBT3) and is shown in Fig. 5.12. The process of

unfolding the beam spectrum from the stacks is outlined in [68, 66].

There is an unexpected peak in the spectrum at ∼ 7 MeV that was not present in the

simulations of the beamline at that point. This is likely due to the transfer map representa-

tion of the beam dynamics being centered around a reference particle energy, E0 = 30 MeV,

far away from this portion of the spectrum. Protons with energies near this peak would be
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close to their Bragg peak at the sample location and would thus dominate the dose deposited.

While this complicated the dosimetry, the RCFs placed before and after the sample during

irradiation allowed for us to see the impact of the spectrum on the dose profile. Future work

on the beamline design and the simulations will address this difference between measured

and simulated spectrum at the sample.

5.5 Biological results

With this work, we have established a platform that allows us to conduct ultra-high dose

rate radiation damage tests to in vivo samples that can be compared to other irradiation

modalities. The beam transports were used successfully to irradiate over 100 in vivo samples

across the two campaigns.

For the 2023 campaign, the total dose, sample to sample variations (SSV), and dose error

(∆ dose) are displayed for each sample group in Tab. 5.1. Thanks to our adaptive irradiation

protocol guided by online dosimetry, the SSV could be reduced to 5%, significantly lower

than the 17% SSV in our previous study [Bin]. The relative uncertainty on the total dose

estimate over all samples and dose groups is 12 %, including sources of uncertainty like the

SSV, the lateral dose variation, fluctuations in the proton source spectrum, uncertainties

from the ICT and RCF calibrations [66].

The total dose and sample to sample variations (SSV) for the 2024 campaign are shown

in Tab. 5.2. The applied doses ranged from approximately 30 to 70 Gy, with a sample-

to-sample dose variation of ∼ 10 % (standard deviation) within each day of the campaign.

This variation partly results from changes in the proton spectrum over the course of a day,

affecting the charge-to-dose calibration of the online dosimetry. Improving the stability of
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Group Sample size Dose / Gy SSV / % ∆D/ Gy
A (1 f) 7 50.6 2 5.4
B (1 f) 10 36 4 4.1
C (2 f) 7 42.1 9 5.7
D (4 f) 9 39.6 5 4.5

Table 5.1: Table of dosimetry results from the 2023 experiment for each mouse group. The
groups A and B received the total dose in one fraction but are separated by the day of
irradiation. Groups C and D were irradiated with fractions of the total dose over 2 and 4
subsequent days.

Group Sample size Dose / Gy SSV / % ∆Dose/ Gy
1 16 27.0 7
2 16 57.5 11
3 16 48.8 7
4 19 40.1 3

Table 5.2: Table of dosimetry results from the 2024 experiment for each mouse group sepa-
rated by date of irradiation.

the proton spectrum is the subject of ongoing work and the details will be discussed in a

future publication.

With this platform established, we investigated the radiation damage induced by LD

protons on healthy tissues. Normal tissue damage of LD protons was assessed by measuring

acute skin damage and late radiation-induced fibrosis in murine ears after high dose radia-

tion exposure. To quantify the amount of damage to healthy tissue, the ear thickness was

measured for 35 days after radiation exposure and compared to a sham cohort in the same

period that was not irradiated. We also irradiated a cohort of mice each with 36 Gy and 40

Gy (acute) with conventional dose rate 300 kVp x-rays at an XRAD and conducted the same

ear thickness measurements post irradiation. Preliminary results are of the 2023 experimen-

tal campaign are shown in Fig. 5.13 and will be further addressed in a future publication.

The results of the 2024 campaign are still being analyzed.
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Figure 5.13: Development of ear thickness over time post irradiation. a) Mice ears irradiated
with 36.0 Gy of BELLA protons within the same day (blue), 36 Gy of XRAD x-rays (orange),
and 40 Gy of XRAD x-rays (grey). b) Mice ears irradiated with a total dose of 42.1 Gy of
BELLA protons over two subsequent days, c) 39.6 Gy over four subsequent days, and d) 50.6
Gy within the same day. Black triangles indicate the ear thickness of the sham (control)
cohort over the same time period.
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5.6 Discussion

The implementation of the beam transport configurations at the BELLA Center’s iP2 beam-

line represents a significant advancement in the practicality of utilizing laser-driven ion ac-

celerators (LDIAs) for radiobiological research. By employing compact, permanent magnet-

based beam transport configurations, we were able to deliver 10 or 30 MeV protons with

high intensity and precision to biological samples. The inclusion of a comprehensive suite of

diagnostics ensured accurate dose measurements and the ability to account for shot-to-shot

variability inherent to LDIAs. Future research directions will focus on further refining the

beam transport and dosimetry systems to enhance their efficiency and accuracy.

The BELLA Center has demonstrated its capacity to accommodate further experiments

in the radiobiological domain, particularly those exploring the ultra-high dose rate effects,

such as the FLASH effect. This work underscores the Center’s role as a hub for cutting-edge

research in this field, offering a platform that can be utilized by researchers across different

disciplines to explore the various applications of LDIAs.
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Chapter 6. Conclusion

This dissertation has presented an interdisciplinary investigation into the use of laser-driven

ion accelerators (LDIAs) for the controlled delivery of radiation in ultra-high dose rate ra-

diobiology. The work aimed to establish new capabilities for investigating the FLASH effect

and provide enabling technologies and methodologies that address key challenges in beam

transport, dosimetry, and biological experimentation.

Through the design and modeling of compact, permanent magnet-based beam trans-

port systems, this work has demonstrated that laser-driven proton beams can be effectively

collected, collimated, and delivered to biological targets with high intensity and spatial uni-

formity. These systems overcome the inherent limitations of LDIA sources—namely large

divergence and broad energy spectra—by employing tailored magnetic optics configurations,

including doublet, triplet, quartet, and mirrored arrangements. Each design was evaluated in

terms of collection efficiency, energy spread, spatial symmetry, and dose delivery performance

using high-order particle tracking and Monte Carlo radiation transport simulations.

At the Lawrence Berkeley National Laboratorys BELLA iP2 beamline, the beamline

designs developed in this work were experimentally realized. Two distinct collimation con-

figurations were implemented to deliver 10 and 30 MeV proton beams to in vivo and in

vitro biological samples. This work marked a significant milestone with the successful ir-

radiation of mouse ear tissue and peptide samples using LDIA proton beams at ultra-high

instantaneous dose rates. The transport systems enabled precise, repeatable dose delivery

across multiple campaigns, supported by robust dosimetry diagnostics.These diagnostics,

validated by simulations, allowed for real-time monitoring and post-exposure verification of
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dose, ensuring the integrity of the biological results.

Furthermore, this work contributed to the development of exposure environments across

multiple modalities—including synchrotron X-rays and X-ray tube sources—in support of

molecular-level investigations of radiation-induced damage. The systematic characterization

of these environments enabled experiments on radiolytic peptide modifications and long-term

tissue responses.

The results of this thesis support the viability of laser-driven ion beams as a tool for

radiobiology research. The beam delivery platforms and diagnostic frameworks presented

here offer new opportunities for studying the FLASH effect under controlled conditions and

represent a foundational step toward more compact, accessible radiotherapy technologies.

Importantly, the implementation of LDIA-based radiobiology platforms at BELLA iP2 es-

tablishes a model for future experimental campaigns, not only at LBNL but potentially at

other emerging LDIA facilities worldwide.
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[49] J. Perl, J. Shin, J. Schümann, B. Faddegon, and H. Paganetti, “TOPAS: An innova-
tive proton Monte Carlo platform for research and clinical applications,” Med. Phys.,
vol. 39, no. 11, pp. 6818–6837, 2012.

[50] E. Fourkal, J. S. Li, W. Xiong, A. Nahum, and C. M. Ma, “Intensity modulated
radiation therapy using laser-accelerated protons: a Monte Carlo dosimetric study,”
Physics in medicine and biology, vol. 48, pp. 3977–4000, 12 2003.

[51] “Radiation Therapy for Cancer - NCI.”

[52] G. Delaney, S. Jacob, C. Featherstone, and M. Barton, “The role of radiotherapy in
cancer treatment,” Cancer, vol. 104, pp. 1129–1137, 9 2005.

[53] W. D. Newhauser and R. Zhang, “The physics of proton therapy,” Physics in medicine
and biology, vol. 60, p. R155, 4 2015.

[54] P. Montay-Gruel, K. Petersson, M. Jaccard, G. Boivin, J. F. Germond, B. Petit,
R. Doenlen, V. Favaudon, F. Bochud, C. Bailat, J. Bourhis, and M. C. Vozenin,
“Irradiation in a flash: Unique sparing of memory in mice after whole brain irradiation
with dose rates above 100Gy/s,” Radiother. Oncol., vol. 124, pp. 365–369, 9 2017.

104



[55] O. Zlobinskaya, C. Siebenwirth, C. Greubel, V. Hable, R. Hertenberger, N. Humble,
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J. Holder, L. Hsu, J. Huston, T. Hyodo, A. Ianni, M. Kado, M. Karliner, U. F. Katz,
M. Kenzie, V. A. Khoze, S. R. Klein, F. Krauss, M. Kreps, P. Križan, B. Krusche,
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