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ABSTRACT 

NONEQUILIBRIUM HIDDEN STATES IN QUANTUM MATERIALS INVESTIGATED BY 

ULTRAFAST ELECTRON DIFFRACTION AND MICROSCOPY 

By 

Xiaoyi Sun 

This dissertation investigates the nonequilibrium physics of VO2 phase transition using a dual-

probe approach combining ultrafast electron diffraction (UED) and ultrafast optical differential 

transmittance measurements, enabled by advancements in RF compression techniques for ultrafast 

electron microscopy and diffraction. By simultaneously tracking the structural and electronic 

responses with enhanced momentum resolution, this work provides new insights into the 

cooperativity and competing mechanisms underlying the photoinduced phase transition (PIPT) in 

VO2. 

The development of a cascade RF control system, featuring a two-level PID feedback loop, 

significantly reduces noise and instabilities in the RF system. The experimental validation of this 

upgraded RF system demonstrates a temporal resolution of ≈50 fs (FWHM) and a spatial resolution 

of 10 femtometers, pushing the limits of ultrafast electron probe technology. 

Leveraging these advancements, the dual-probe measurements reveal a multi-threshold 

nonequilibrium phenomenology in VO2 that deviates from the behavior of thermally-induced 

phase transitions. A critical fluence threshold Fc ≈ 4.5 mJ/cm2 is identified for ultrafast insulator-

to-metal transition (IMT) mediated by polaron formation localized to the V-V sublattice, 

establishing a transient monoclinic metallic (mM) state. This ultrafast IMT pathway is distinct from 

the thermally driven process and unaffected by lattice strain, indicating a different organizing 

principle at the initial stage. 

However, at longer timescales, the system converges back to the thermal phases governed 



by strong electron-phonon coupling, where IMT and structural phase transition (SPT) remain 

tightly coupled. The dual-probe measurements, supported by an effective medium theory, 

disentangle the competing effects of photoexcitation, polaron formation, and metallic domain 

growth, providing a unified picture connecting the nonequilibrium and equilibrium regimes. These 

findings advance the understanding of PIPT in VO2 and highlight the power of combining UED 

and ultrafast optical probes for unraveling complex phase transition dynamics in strongly 

correlated materials. 
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timescale, going from mM structure into the thermal R structure. Meanwhile, the fluence-

dependent results also show clear bi-stability between the thermal R and M1 phases at the late 

stage. ............................................................................................................................................134 

Figure 6.12. Dynamical responses accentuate the two thresholds underpinning the VO2 phase 

transition. a. Data from the early-stage ac conductivity identify the insulator-to-metal switching at 

the critical point Fc  4.5 mJ/cm2.  Meanwhile, the significant pick-up in the rate of domain growth 
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thermodynamical regime of transformation. Panel b gives an enlarged view of the ac conductivity 

change near Fc. c. Interaction-driven dynamics at short time indicated by the switching behavior 

near Fc. d. The thermal equilibrium cooperative phase transition and longtime dynamics in PIPT 

is governed by the change in free energy.  ...................................................................................137 
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Chapter 1 

Strongly Correlated Materials 

Traditional band theory, rooted in the independent electron approximation typically referred to as 

single-electron picture, has served as a foundational framework for understanding the electronic 

structure and properties of solids. However, it encounters significant limitations when applied to 

strongly correlated materials1, in which the interactions between electrons play a crucial role. In 

these materials, the electrons can no longer be treated as effectively non-interacting, and their 

behavior is substantially influenced by the presence of other electrons in the system. This strong 

correlation gives rise to intriguing phenomena, such as metal-insulator transitions, high-

temperature superconductivity, and colossal magnetoresistance. To adequately describe the 

properties of strongly correlated materials, it is necessary to employ advanced theoretical tools, 

such as many-body techniques2–4, which can properly account for the effects of electron-electron 

interactions. 

A captivating phenomenon in strongly correlated materials is the occurrence of photo-

induced phase transitions (PIPT), in which the absorption of photons by a material can trigger an 

avalanche of changes in its electronic or structural properties. These transitions often start at the 

ultrafast timescales and provide a means to study the dynamics of strongly correlated systems. 

Photo-induced phase transitions offer a unique opportunity to control the properties of strongly 

correlated materials using light and to investigate the interplays between electronic and structural 

degrees of freedom in these systems. 

This chapter aims to provide a foundational review of the key concepts and phenomena 

related to strongly correlated materials, quantum phase transitions, and photo-induced phase 



2 

 

transitions. By establishing a good understanding of these topics, we set the stage for the case 

study of a specific strongly correlated material that will be presented in the subsequent chapters. 

 

1.1 Single Electron Band Theory: Successes and 

Limitations 

Band theory based on the independent electron approximation has long been a fundamental 

framework for understanding the electronic structure and properties of solids5. Here, electrons 

are treated as non-interacting particles moving in a periodic potential created by the atomic 

lattice. By solving the Schrödinger equation under these assumptions, one obtains energy bands 

that describe the allowed energy states for electrons in the solid. The electronic properties of the 

material, such as electrical conductivity and optical absorption, are determined by the 

characteristics of these energy bands, including their shape, width, and the presence of band gaps. 

The single electron picture band theory has demonstrated remarkable success in 

explaining the behavior of a wide range of materials, particularly semiconductors and simple 

metals67. For instance, it accurately predicts the existence of band gaps in semiconductors, which 

are essential for their electronic properties. The size of the band gap determines whether a 

material is an insulator, a semiconductor, or a conductor. In semiconductors like silicon and 

germanium, the band gap is on the order of 1 eV, allowing for the control of electrical 

conductivity through doping and the creation of electronic devices such as diodes and transistors. 

Moreover, it also successfully describes the electronic structure of simple metals, such as alkali 

metals (e.g., sodium and potassium) and noble metals (e.g., copper and silver). In these materials, 

the conduction band is partially filled, leading to their high electrical conductivity. 
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However, despite its numerous successes, single-electron band theory encounters 

significant limitations when applied to strongly correlated materials7–9. In these materials, the 

interactions between electrons are so strong that the independent electron approximation breaks 

down. The behavior of electrons in strongly correlated materials is heavily influenced by the 

presence of other electrons in the system, leading to complex many-body phenomena that cannot 

be adequately described by single electron picture. 

One prominent example of the limitations of single-electron band theory in strongly 

correlated materials is the case of transition metal oxides, such as nickel oxide (NiO)9. According 

to band theory, these materials should exhibit metallic behavior due to the partially filled d-bands 

of the transition metal ions. However, experimental observations reveal that they are insulators. 

This discrepancy arises from the strong Coulomb repulsion between electrons in the d-orbitals, 

which leads to the formation of a Mott insulating state. In this case, the calculation of electron 

bands must include the correlation effect by adding a “Hubbard Potential” term to considering 

the strong electron-electron correlation10, where the independent electron approximation fails to 

capture. 

Another example of the limitations of band theory is the case of heavy fermion 

materials11, such as CeCoIn5
12 and UPt3

13. These materials exhibit large effective electron masses, 

up to several hundred times the mass of a free electron, which cannot be explained by the band 

theory with independent electron approximation. The heavy fermion behavior arises from the 

interaction between the localized f-electrons and the conduction electrons, leading to the 

formation of a strongly correlated electron system. Treating electrons as independent particles 

fails to account for these complex interactions and the resulting heavy fermion properties. 
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Furthermore, the single-particle picture also fails to describe the phenomenon of high-

temperature superconductivity, which is observed in certain strongly correlated materials, such as 

cuprates14,15 (e.g., YBa2Cu3O7) and iron-based superconductors16 (e.g., LaFeAsO). In these 

materials, the superconducting transition temperature is much higher than what can be explained 

by conventional BCS theory, which is based on the electron-phonon interaction. The high-

temperature superconductivity is believed to originate from strong electron-electron 

correlations17, which are not captured by the independent electron approximation. 

To accurately describe the behavior of strongly correlated materials, it is necessary to go 

beyond the independent electron approximation and employ advanced theoretical tools that can 

properly account for the complex many-body phenomena arising from electron correlations. 

These tools include the Hubbard model18,19, dynamical mean-field theory (DMFT)20, and the GW 

approximation21, among others. By incorporating the effects of electron-electron interactions, 

these methods provide a more comprehensive understanding of the electronic structure and 

properties of strongly correlated materials, enabling the exploration of the exotic phenomena.  

 

1.2 Photoinduced Emergent Phenomena in Strongly 

Correlated Materials 

In the preceding section, we examined the advantages and shortcomings of single-electron band 

theory in characterizing the electronic structure and properties of materials, specifically in the 

realm of strongly correlated systems. With this groundwork laid, we now direct our attention to 

the phenomenon of photoinduced phase transitions and the revelation of hidden states within 

strongly correlated materials. The investigation of these transitions, initiated by ultrafast laser 
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pulses, affords unique opportunities to delve into the nonequilibrium dynamics and intricate 

energy landscape of these complex systems. 

The laser's influence can be interpreted from two interconnected perspectives: on a local 

scale, the laser instigates photodoping22–25 by promoting electrons from the valence band to the 

conduction band, leaving in its wake a sea of holes; on a global scale, the ultrafast nature of the 

laser pulse serves as a quench26–29, reshaping the energy landscape of the system. These two 

effects, far from being distinct, are instead interwoven facets of the same overarching 

phenomenon. The photodoping process modifies the local electronic structure, while the ultrafast 

quench propels the system out of equilibrium, granting it the freedom to navigate previously 

unexplored regions of the phase space and unveil hidden states. 

In the forthcoming sections of this chapter, we will give overview select paradigmatic 

examples that exemplify the potency of photoinduced phase transitions in uncovering hidden 

states within strongly correlated materials. Through examination of these case studies, this 

chapter aims to elucidate the tapestry of phenomena that can be accessed via the interplay of 

photodoping and ultrafast quenches, underscoring the potential of this approach in unraveling the 

multifaceted physics of strongly correlated systems under nonequilibrium conditions. 

 

1.2.1 Laser Induced Metastable Hidden Quantum State 

Transition metal dichalcogenides30 (TMDCs) are a class of two-dimensional materials that have 

garnered significant attention in recent years due to their unique electronic, optical, and 

mechanical properties. TMDCs consist of a transition metal layer sandwiched between two 

layers of chalcogen atoms, forming a layered structure held together by weak van der Waals 

forces. 
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Figure 1.1. Property of 1T-TaS2. a. Structure of 1T-TaS2. b. The Resistivity change of TaS2 

across different CDW state. Adapted from Ref31. 

 

One prominent example is the 1T polymorph of tantalum disulfide (1T-TaS2)
32, which 

undergoes a series of charge density wave (CDW) transitions as the temperature is varied33. At 

low temperatures, 1T-TaS2 exists in a commensurate CDW (CCDW) state, where the CDW 

period locks into a specific ratio with the underlying lattice. Concurrently, 1T-TaS2 becomes a 

Mott insulator, with strong electron-electron interactions leading to the localization of electrons 

and the opening of a Mott gap in the electronic structure. As the temperature increases, the 

material transitions to a nearly commensurate CDW (NCCDW) state. Upon further increasing 

the temperature to approximately 353 K, 1T-TaS2 undergoes another phase transition to an 

incommensurate CDW (ICCDW) state. In this state, the CDW period no longer maintains a 

simple rational relationship with the lattice periodicity. Finally, when the temperature is raised 

above 543 K, the CDW order in 1T-TaS2 melts completely, and the material returns to a normal 

metallic state without any periodic modulation of the electron density or lattice distortion. The  
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Figure. 1.2. Hidden state of 1T-TaS2 after photoexcitation. a. The unperturbed resistance is 

shown in the C state on cooling (blue data points) and on heating (red data points). The green 

curve shows the resistance in the H state after switching by a single 35-fs optical pulse above 

threshold. A schematic representation of the ordered phases C and NC is shown, with an 

indicated tentative ordering for the H state. The inset shows a schematic description of the 

experimental setup. b. Switching threshold fluence as a function of pulse length measured. Panel 

a adapted from Ref 31, panel b adapted from Ref23. 
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structure of 1T-TaS2 is shown in Fig. 1a. The resistivity change across different CDW states is 

shown in Fig. 1b. 

Stojchevska et al. excited the 1T-TaS2 system at 1.5 K with a single pulse of 800 nm, 35 

fs laser at a fluence of 1 mJ/cm2. They found that the supposed Mott insulator state was driven 

into a hidden state with resistance near the NCCDW state23. Surprisingly, this hidden state is 

long-lived, and no observable decay has been observed, with the lifetime expected to be beyond 

days31,34,35. Upon further heating the sample, the resistivity curve merged with the 1T-TaS2 

resistivity curve at around 50 K, and the hidden state was thus erased. The system can return to 

the normal CCDW state upon cooling again. This process can only be triggered by an ultrafast 

laser pulse, and as the pulse width of the laser increases, the required fluence threshold increases 

accordingly, further indicating that the process is driven by the photodoping effect. 

 

1.2.2 Laser Induced Spontaneous Symmetry Breaking into a Hidden 

Charge-Density Wave State 

Rare-earth tellurides (RTe3)
36 are a class of materials that provide an opportunity to investigate 

the interplay between electronic structure and electron-electron interactions in low-dimensional 

systems. These compounds possess a quasi-two-dimensional layered structure, which results in 

highly anisotropic electronic properties. The reduced dimensionality amplifies the effect of 

electron-electron coupling, leading to the manifestation of various phenomena, such as CDWs 

and unconventional superconductivity. The RTe3 family has a slightly orthorhombic crystal 

structure, such that the a and c axes are not equivalent. The CDWs are formed in the R-Te layers, 

and for light rare-earth elements, only one CDW is observed along the c axis37,38. For heavier 

elements, the CDWs are observed to be bidirectional. The phase diagram is given in Fig. 3b. 
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Figure 1.3. Property of RTe3. a. Crystal and electronic structure of RTe3, consists of RTe block 

and Te bilayer. b. The phase diagram of RTe3. Panel a adapted from Ref38, panel b adapted from 

Ref29 

 

 

Figure 1.4. Emergency of a-CDW after photoexcitation. a. Diffraction pattern gathered before 

laser excitation, CDW order only observed in c direction. b. Diffraction pattern gathered 1ps 

after excitation, the CDW order is shown up in a direction too. Adapted from Ref29 
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Zhou et al. performed experiments using femtosecond near-infrared pulses to excite 

CeTe3
29. Under equilibrium conditions, CeTe3 only exhibits a CDW along the c direction (c-

CDW). However, after excitation, Zhou et al. observed the generation of a CDW along the a 

direction (a-CDW), which, according to the trend from the phase diagram, would require 

temperatures below 0 K to access this state under equilibrium conditions. Interestingly, the 

generation of the a-CDW does not require a full suppression of the c-CDW. The authors argue 

that the quench from the laser pulse accentuates the intrinsic bidirectional competitive energy 

landscape that governs both the thermal and nonthermal phase transitions. 

 

1.2.3 Light-Induced Superconductivity 

Cuprate superconductors39 are a family of high-temperature superconducting materials made by 

doping the parent compound, an antiferromagnetic Mott insulator, with layers of copper oxides 

(CuO2) alternating with layers of other metal oxides. At ambient pressure, the cuprate 

superconductor mercury barium calcium copper oxide (HgBa2Ca2Cu3O8) holds the highest 

known critical temperature at 133 K40. Although the exact mechanism for the superconducting 

state is still unknown, various experiments have confirmed that the pairing electrons are d-orbital 

electrons41, leading to speculation that strong electronic correlations play a pivotal role in the 

superconductivity of cuprates. 

An example of a parent compound is La2CuO4, which becomes superconducting when 

holes are doped by replacing La with Ba or Sr. Fausti et al. studied a photo-excited variation of 

Sr-doped La2CuO4 with the chemical formula La1.675Eu0.2Sr0.125CuO4 (LESCO1/8)
42. They set the 

base temperature of LESCO1/8 to 10 K, at which the system is non-superconducting. They then 

excited the system with a 15 μm ultrafast laser pulse. After laser excitation, a plasma edge at 60 
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cm-1 was observed in the change of c-axis reflectivity, which is missing in the unexcited system. 

The plasma edge at 60 cm-1
 is a characteristic of superconductivity in a similar system, LSCO0.16. 

From this, the authors concluded that LESCO1/8 as excited to a transient photoinduced 

superconducting state, similar to LSCO0.16 in the low-temperature superconducting state. The 

reflectivity measurement is plotted in Fig. 3 
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Figure 1.5. Light induced superconductivity of LSCO0.16. a. Static c-axis electric field 

reflectance (r = Erefl/Einc) of LSCO0.16, measured at a 45° angle of incidence above (black dots) 

and below (red dots) Tc = 38 K. In the equilibrium low-temperature superconducting state, a 

Josephson plasma edge is clearly visible, reflecting the appearance of coherent transport. b. 

Static c-axis reflectance of LESCO1/8 at 10 K. The optical properties are those of a no 

superconducting compound down to the lowest temperatures. c. Transient c-axis reflectance of 

LESCO1/8. Measurements are taken at 10 K, after excitation with IR pulses at 16 μm 

wavelength. The appearance of a plasma edge at 60 cm−1 demonstrates that the photoinduced 

state is superconducting. Adapted from Ref42 
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Chapter 2 

Theory on Ultrafast Electron Diffraction 

The integration of diffraction theory with ultrafast electron diffraction (UED) enables the mapping of 

dynamical order parameters in strongly correlated materials1. This process involves tracking changes in 

diffraction patterns over extremely short timescales, providing a detailed spatiotemporal picture of the 

evolving electronic and structural configurations. Mapping the dynamical order parameter with ultrafast 

scattering techniques becomes a powerful tool for uncovering the underlying mechanisms governing phase 

transitions and emergent phenomena in these materials. The synergy between UED and diffraction theory not 

only advances our understanding of ultrafast processes but also allows for the precise characterization of 

dynamic structural changes, opening avenues for targeted engineering of materials with tailored 

functionalities. 

In the following chapter, the fundamentals of diffraction theory will be introduced. Subsequently, 

connections will be established between everyday observed processes in ultrafast scenarios, such as the 

Debye-Waller effect, and the foundational principles of diffraction theory. This approach aims to bridge the 

gap between theoretical concepts and practical applications, providing a framework for understanding how 

these principles manifest in the realm of ultrafast electron diffraction. 

 

2.1 Fundamentals on Electron Diffraction 

The interaction of electrons with crystalline materials gives rise to the phenomenon of electron 

diffraction, a powerful technique for probing the atomic structure of solids. To develop a rigorous 

understanding of electron diffraction, we must delve into the underlying mathematical 

framework that describes how electrons, as a wave, propagate through a periodic lattice 
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potential2,3. In this section, we will explore the key mathematical concepts and formalisms that 

form the bedrock of electron diffraction theory. 

 

2.1.1 Diffracted Wavelets from Atoms 

Electron diffraction capitalizes on the wave-particle duality inherent in electrons, as described by Louis de 

Broglie's theory. Electrons exhibit both particle-like and wave-like characteristics, with an associated 

wavelength tied to their motion. This wave nature becomes evident in experiments involving interactions with 

crystal lattices or barriers, where periodic structures generate interference patterns akin to those observed with 

light waves. 

To understand the electron diffraction pattern, we start with the scenario with a single free electron 

scattering with a single atom as illustrated in Fig. 2.1. Obviously, the incident electron is a planewave, and the 

scattered electron is a spherical wave, they have form: 

 Ψ𝑖𝑛𝑐 = 𝑒𝑖(𝐤𝟎∙𝐫′− 𝜔𝑡),  (2.1) 

 Ψ𝑠𝑐𝑎𝑡𝑡 =
𝑓(𝐤𝟎,𝐤)𝑒𝑖𝑘|𝐫−𝐫′|

|𝐫−𝐫′|
,  (2.2) 

Where k0 is the incident wave vector and k is the scattered wave vector. The f (k0, k) is the atomic form factor, 

which can be solved by solving the Schrodinger equation: 

 −
ℎ2

2𝑚
∇2Ψ(𝐫′) + 𝑽(𝐫′)Ψ(𝐫′) = 𝐸Ψ(𝒓′).  (2.3) 

The above Schrodinger equation can be solved via make use of Green’s function and apply the first Born 

approximation, which assumes the wave is undiminished and scattered only once by the material. We have:  

 Ψ𝑠𝑐𝑎𝑡𝑡(𝐬, 𝐫) =
𝑒𝑖𝐤 ∙𝐫

|𝐫|
𝑓(𝐬),  (2.4) 

 𝑓(𝐬) ≡ −
𝑚

2𝜋ℏ2 ∫ 𝑉(𝐫′)𝑒−𝑖𝐬∙𝐫′𝑑3𝐫′,  (2.5) 
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Where the momentum transfer 𝐬 ≡ 𝐤 − 𝐤𝟎. It is important to notice that the atomic form factor is the Fourier 

transform of the of the potential of a single atoms 𝑉(𝐫′). Given the wave at large momentum transfer is from 

the atomic core, the atomic form factor approaches the Rutehrford scattering regime and thus drops as 
1

𝑠4. 

 

 
Figure 2.1. A single free electron scattered by a single atom at r’. Adapted from Ref.3 

 

 
Figure 2.2. A single electron scattered by a crystal, where all atoms on the lattice contribute to the 

scattering effect. Adapted from Ref.3 

 

For diffraction pattern gathered by a crystalline material, the electron is scattered by all the atoms in 

the lattice. To formulate the scattering by crystalline materials, we denote the position of atoms to be in the set 



20 
 

{𝐑𝒋} , and we replace the 𝑉(𝐫′) in Eq. 2.3 with a sum of potential go over all atoms at 𝐑𝐣 , 𝑉(𝐫′) =

 ∑ 𝑉𝑎𝑡(𝐫′ − 𝐑𝑗)𝐑𝐣
 , and by a simple change of coordinates 𝐫 = 𝐫′ − 𝐑𝐣, we have : 

 Ψ(𝐬) =  ∑ 𝑓(𝐑𝒋, 𝐬)𝑒−𝑖𝐬∙𝐑𝐣𝑁
𝑗=1 ,  (2.6) 

 𝑓(𝐑𝐣, 𝐬) ≡
−𝑚

2𝜋𝑟ℏ2 ∫ 𝑉𝑎𝑡,𝑅𝑗
(𝒓) 𝑒−𝑖𝐬∙𝐫𝑑3𝒓.  (2.7) 

Eq. 2.6 gives the wave function of an electron scattered by a set of atoms at location 𝐑𝐣, which shows that the 

diffracted wave is a sum of a series of wavelet with amplitude 𝑓(𝐑𝐣, 𝐬). The amplitude of scattered wave 

intensity is 𝐼 = Ψ𝑠𝑐𝑎𝑡𝑡
∗ (𝐬, 𝒓)Ψ𝑠𝑐𝑎𝑡𝑡(𝐬, 𝒓). The exponential term in 𝑓(𝐑𝐣, 𝐬) gives the relative phase of each 

wavelet, which determines the diffraction pattern along s direction is constructive or destructive. 

We now consider the atoms position 𝐑𝒋 in a defect free crystal, where the atoms position is 

determined by a vector to the unit cell 𝐫𝑔 and a vector to the atom’s basis within the cell 𝐫𝑘, such that; 

 𝐑𝒋 = 𝐫𝑔 + 𝐫𝑘, (2.8) 

Substitute Eq. (2.8) to Eq.(2.6),  we have: 

 Ψ(𝐬) =  ∑ 𝑒−𝑖2π𝐬∙𝐫g ∑ 𝑓(𝐫𝑘)𝑒−𝑖2𝜋𝐬∙𝒓𝑘
𝒓𝑘𝒓𝑔

, ( 2.9) 

 Ψ(𝐬) = 𝑆(𝐬)𝐹(𝐬),  (2.10) 

and  

 𝑆(𝐬) = ∑ 𝑒−𝑖2π𝐬∙𝐫g𝑙𝑎𝑡𝑡𝑖𝑐𝑒
𝐫𝑔

,  (2.11) 

 𝐹(𝐬) =  ∑ 𝑓(𝐫𝑘)𝑒−𝑖2𝜋𝐬∙𝐫𝑘𝑏𝑎𝑠𝑖𝑠
𝐫𝑘

,  (2.12) 

where 𝑆(𝐬) is know as the “Shape Factor” and the 𝐹(𝐬) is know as the “Structure Factor”. The importance 

of decomposing the diffracted wave into the shape factor and the structure factor lies in its similarity to the 

decomposition of the atomic positions in the crystal into a lattice and a basis. 

The atomic form factor derived in Eq. 2.4 provides insights into the features of the diffractive wave 

but does not offer a direct means to calculate the numerical value unless the potential 𝑉(𝐑𝑗) is known. To 
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calculate the diffraction pattern intensity in an experiment, the numerical value of the form factor for different 

atoms is required. This can be obtained using the Mott—Bethe equation4: 

 𝑓(𝑠) =
𝑚𝑒2

32𝜋3ℏ2𝜖0

1

𝑠2
(𝑍 − 𝑓𝑥(𝑠)),  (2.13) 

 𝑓𝑥(𝑠) = ∑ 𝑎𝑖𝑒
(−𝑏𝑖

𝑠

4𝜋
) + 𝑐4

𝑖=1 ,  (2.14) 

where 𝑓𝑥(𝑠) is the atomic for factor for X-ray scattering5, the numerical value of coefficient 𝑎𝑖, 𝑏𝑖, and 𝑐𝑖 for 

different atoms can be find in Ref.6. 

 

2.1.2 Electron Diffraction with Crystal 

In the previous section, the expression of the scattered wave was derived by solving the Schrödinger equation. 

From there, a generalized description of the intensity of the diffracted wave was deduced. In this section, the 

crystal structure will be taken into consideration to provide a comprehensive description of the relationship 

between the diffraction pattern and the properties of the crystal. 

Consider a large crystal, the constructive diffraction can be tracked from the translational symmetry 

of unit cells. We start by considering a simple case, where only one atom is in a unit cell, in this case, the form 

factor f(r) is unchanged under any lattice translation: 𝑓(𝐫) = 𝐹(𝑟 + 𝐑), From Eq. 2.6, we have: 

 Ψ𝑚𝑎𝑥 ∝ 𝑀𝑎𝑥(∑ 𝑒−𝑖𝐬∙𝐑𝑗
𝑹 ). (2.15) 

We write the expression of 𝐑𝑗 is the Bravia lattice of the crystal, we can explicitly express it as: 

 𝐑𝑗 = 𝑚𝐚𝟏 + 𝑛𝐚𝟐 + 𝑜𝐚𝟑,  (2.16) 

where a1, a2, a3 are the primitive vectors that span the {𝐑𝑗} space. The maxima happens when the exponent 

term equals to 1, or: 

 𝐬 ∙ (𝑚𝑎1 + 𝑛𝑎2 + 𝑜𝑎3) = 2𝜋 ∙ 𝑖𝑛𝑡𝑒𝑔𝑒𝑟.  (2.17) 
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Figure 2.3. Ewald’s Sphere cutting reciprocal lattice. a. Ewald’s Sphere and Laue condition, s is the 

momentum transferred can be calculated via 𝐬 = 𝐤 − 𝐤𝟎 =
4𝜋

𝜆
sin (

𝜃

2
) �̂� . b. More relativistic Laue 

condition for thin sample at UED. The electron wavelength is much larger than the spacing between reciprocal 

lattices. The reciprocal lattice is elongated along the direction of the electron beam due to sample’s finite 

thickness. 
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Since 𝑹𝒋, as well as its Fourier transform the reciprocal lattice G in reciprocal space, are complete sets, thus 

all possible 𝐬 can be expressed as: 

 s = 𝐆ℎ𝑘𝑙 = ℎ𝑎1
∗ + 𝑘𝑎2

∗ + 𝑙𝑎3
∗ ,  (2.18) 

  𝑎𝑖
∗ = 2𝜋

𝑎𝑗×𝑎𝑘

𝑎𝑖∙𝑎𝑗×𝑎𝑘
,  (2.19) 

which gives us the Laue condition: Diffraction occurs when s is a vector of the reciprocal lattice. And 

we can construct an Ewald’s sphere, which is a sphere in reciprocal space with length |k|, represents 

the set of all possible diffraction vectors satisfying the Laue conditions for a given incident beam 

direction.  

In the above derivation, all scattered wavevector k can be treated equally. This is held true in the 

experiment due to the distance from detector to the crystal is much larger than the separation among different 

atoms in the crystal. On the other hand, if we draw out the reciprocal lattice, and draw the sphere with length 

of the incident wavevector, all reciprocal lattice that cut with the surface of the sphere will satisfy the Laue 

condition. It is worth noting that in the realistic case, the wavelength of electron beam is much smaller than 

the atom distance of crystals, thus the Ewald’s sphere’s radius will be much larger than the reciprocal lattice. 

Another factor to consider in electron diffraction is that the sample usually has small thickness, this is 

especially the case in UED experiments due to a small thickness is needed to maintain a homogeneous laser 

excitation profile across the whole thickness of sample, which makes the reciprocal space elongated. 

An important observation from the Laue condition is that, for the general purpose, the crystal contains 

large amount of lattice and the momentum transfer s is perpendicular to the lattice vector (Eq. 2.17), thus the 

Shape factor given in Eq.2.11 equals 1. The diffraction’s pattern and intensity are solely determined by the 

Structure factor in Eq. 2.12. For the diffraction at momentum space 𝐬 =  𝐆ℎ𝑘𝑙 = ℎ𝐚𝟏
∗ + 𝑘𝐚𝟐

∗ + 𝑙𝐚𝟑
∗  

 𝐼ℎ𝑘𝑙 ∝ |𝐹ℎ𝑘𝑙|
2  (2.20) 

and 
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 𝐹ℎ𝑘𝑙 =  ∑ 𝑓𝑗𝑒−2𝜋𝑖(ℎ𝑥𝑖+𝑘𝑦𝑖+𝑙𝑧𝑖)𝑛
𝑖=1 ,  (2.21) 

where the 𝑖𝑡ℎ atmo has an atomic coordinate of (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖). 

 

2.2 Ultrafast Electron Diffraction 

The previous section established the basic formalism of diffraction theory. In UED, the interactions 

between the laser and the material give rise to a wide array of dynamic processes1. To illustrate 

how the diffraction methodology enables the tracking of material dynamics on ultrafast timescales7, 

some representative examples will be discussed in this section. 

 

2.2.1 Detecting Order and Periodicity Change 

The application of ultrafast laser pulses can induce various pathways of phase transitions in 

materials, many of which involve modifications to the original system's lattice, charge, or orbital 

order. Consequently, these alterations lead to changes in the set of reciprocal lattice vectors. When 

transformations alter the space group (symmetry), a distinct set of reciprocal lattice vectors 

emerges, resulting in the manifestation or disappearance of Bragg peaks within the diffraction 

pattern. Fig. 2.4 demonstrates the melting of a gold crystal into the liquid phase as detected by 

UED8. As the gold melts from its BCC solid phase into the liquid phase, all the sharp diffraction 

peaks are lost. 
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Figure 2.4. UED experiment on the ultrafast melting of gold crystal. Adapted from Ref.8 

 

On the other hand, transformations that solely influence lattice constants (e.g., thermal 

expansion or strain) without affecting the space group or symmetry cause a rescaling of the existing 

reciprocal lattice vectors, leading to shifts in the positions of Bragg peaks rather than the 

emergence of new peaks. Fig 2.5 illustrates the lattice spacing change observed in PbSe quantum 

dots under laser excitation9. The diffraction peak position shift is caused by the increase in lattice 

temperature within approximately 10 ps, followed by a decrease back to the original value after 

about 40 ps.  

 
Figure 2.5. Relative lattice spacing change as a function of time for PbSe quantum dots after 

laser excitation. Adapted from Ref.9 
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Moreover, strain, which results in spatially varying lattice constants, can also be 

investigated through electron diffraction patterns by examining peak broadening and asymmetry. 

Figure 2.6 presents data obtained from MeV UED for SnSe10, showing the difference between 1.7 

ps and negative time. A clear broadening of the peak width along the Γ to Ζ direction is observed, 

with the schematic illustrating the generation of interlayer shear strain caused by lattice mismatch. 

 

Figure 2.6. UED observed shear strain from lattice mismatch after photoexcitation. The 

Brillouin zones around the (020) Bragg peak (Γ point) with the 1st, 2nd, and 3rd Brillouin zone 

boundaries marked by white, yellow and black lines, respectively. The (000) beam position is 

indicated by the circle. a. Differential diffraction patterns at 1.7ps. b. Line profiles along Γ-Z 

direction of the Bragg peak in the UED intensity difference pattern as a function of time. The 

squares are experimental data, the solid lines are simulation result. c. Photoinduced atomic 

displacements and relaxation that can be attributed to the transverse optical Ag phonon modes. 

The Sn-Se movement increases the intralayer lattice symmetry, while induces interlayer shear 

strain along c axis, which yields lattice distortions and formation of domains.  Adapted from 

Ref.10 
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2.2.2 Coherent motion 

The coherent motion of atoms within a material can be induced by optical excitation, without 

altering the crystal's space group or symmetry. This motion may be associated with a coherently 

excited vibration (oscillation) or the structural pathway through which the material transitions 

between two phases. Such atomic motion modifies the atomic coordinates 𝐫, which consequently 

modulate the interference condition in the structure factors 𝐹(𝐬). These changes in the structure 

factor, resulting from the atomic motion, are directly observable as variations in the intensity of 

Bragg peaks across the entire detector, in a manner characteristic of the motion. The effects are not 

limited to a single Bragg peak; instead, relevant information is distributed throughout the 

diffraction pattern.  

As a result, a comprehensive characterization of the motion generally requires the time 

dependence of a sufficiently complete set of diffraction peaks, rather than one. For instance, a 

coherent optical phonon will modulate the 𝑒−𝑖(𝐬∙𝐫) phase term of the structure factor 𝐹(𝐬). This 

modulation will produce a characteristic intensity variation at the phonon frequency, but only in 

diffraction peaks associated with reciprocal lattice vectors having a nonzero projection onto the 

atomic motion 𝛍, i.e., at the Bragg peak 𝐆ℎ𝑘𝑙 such that 𝐆 ∙ 𝛍 ≠ 0. Fig. 2.7 shows the coherent 

excitation of the transverse optical shearing mode in graphite11. The {100} family of peaks exhibit 

oscillatory dynamics, with the (11̅0) peak oscillation out of phase by π with respect to the other 

peaks. The phase difference illustrates the different signs in the dot product between the different 

Bragg peaks and the phonon mode.  
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Figure 2.7 Coherent excitation of the transverse optical shearing mode observed in graphite after 

photoexcitation. The {1 0 0}  family of peaks exhibit oscillatory dynamics, with the (1 1̅ 0)  peak 

oscillation out of phase by π with respect to the other peaks. Adapted from Ref.11 

 

 

2.2.3 Debye-Waller Factor 

In laser-excited materials, it is generally believed that the laser directly transfers energy to electrons, 

increasing the electron temperature. The electron bath releases its energy through electron-phonon 

coupling, either coherently or incoherently. This electronic energy relaxation channel heats up the 

lattice and increases the vibration of the atoms, resulting in a decrease in Bragg peak intensity. 

This phenomenon is known as the Debye-Waller effect. 

In the case of electron diffraction formed with crystalline material, without considering 

multiple scattering, Eq. 2.7 can be rewrite as: 

 𝑓(𝑠) =  ∑ 𝛿(𝐬 −   𝐆ℎ𝑘𝑙) ∑ 𝑉𝑗(𝐬)𝑒−𝑖(𝐬∙𝐑𝑗)
𝒋{𝑮} .  (2.22) 
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Following the perturbative treatment12, the electron scattering intensity can be expanded in a 

Taylor series 𝐼(𝒔) ≈ 𝐼0(𝒔) + 𝐼1(𝒔) + ⋯ for the case considering small atomic displacements away 

from the position in the ideal crystal structure. Where the zero-other term7 can be written out via 

Combining Eq.2.22, Eq. 2.21 and Eq. 2.20: 

 𝐼0(𝐬) ∝ 𝛿(𝐬 − 𝐆)|∑ 𝑓𝑗(𝐬)𝑒−𝑀𝑗(𝐬)𝑒−𝑖(𝐬∙𝐫)
𝑗 |

2
,  (2.23) 

where the delta function is imposed to satisfy the Laue condition, and the anisotropic Debye-Waller 

factor (DWF) 𝑒−𝑀𝑗(𝐬)depends on the 𝑀𝑗(𝐬) for each basis atom, for the case the DWF is isotropic, 

we can write out 𝑀𝑗(𝐬) as: 

 𝑀𝑗(𝐬) = 2𝜋2 < 𝑢𝑗
2 > 𝑠2,  (2.24) 

where 𝑢𝑗  is the displacements away from the position in the ideal crystal structure. Thus we can 

connect the Bragg peak intensity change to the DWF at time 𝑡 after pump arriving time 𝑡0 is given 

by Eq. 2.24 and Eq. 2.23, we have:  

 − ln
𝐼(𝒔,𝑡)

𝐼(𝒔,𝑡0)
= 2𝜋2 < Δ𝑢(𝑡)2 > 𝑠2.  (2.25) 

Eq. 2.25 gives the Bragg-peak intensity change that converted to the change in the mean-

square vibrational amplitude. Figure 2.8 shows the Bragg peak intensity change for copper after 

laser excitation13. The left panel depicts the dynamics for different Bragg peak intensity changes 

due to the Debye-Waller factor, which gives a lattice thermalization time of approximately 5 ps. 

In the right panel, a clear linear relationship between ln
𝐼(𝒔,𝑡)

𝐼(𝒔,𝑡0)
 and 𝑠2.  
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Figure 2.8. Debye-Waller effect observed in laser excited copper via UED. a. Temporal 

evolution of the normalized intensities of selective diffraction peaks (hkl) at an incident pump 

fluence of 10.1 mJ/cm2. The normalization at each data point was performed relative to the 

intensity of diffraction peak (111) to minimize shot-to-shot fluctuation. b. The natural logarithm 

of normalized intensity change, shown by a, as a function of square of transferred momentum at 

selective pump-probe time delays. Solid lines represent the linear fits to the experimental data. 

Adapted from Ref.13 

 

 

 

2.2.4 Phonon Mode Amplitude 

The first-order term in the expansion of diffraction intensity7 is called the phonon-diffuse 

scattering intensity and is given by: 

 𝐼1(𝒔) ∝  ∑
𝑛𝑗,𝒔−𝑮+0.5

𝜔𝑗,𝒔−𝑮
|𝐹1𝑗(𝒔)|

2
𝑗 ,  (2.26) 

where the 𝑛𝑗,𝐬−𝐆 is the phono occupancy at 𝐤 =  𝐬 − 𝐆, 𝜔𝑗,𝐬−𝐆 is the corresponding frequency, and 

their ratio 
𝑛𝑗,𝐬−𝐆+0.5

𝜔𝑗,𝐬−𝐆
 gives the phonon mode amplitudes.  𝐹1𝑗(𝐬) is the one-phonon structure factor 

given by: 

 𝐹1𝑗(𝐬) =  ∑
𝑓𝛼(𝐬)

√𝑚𝛼
𝑒−𝑀𝛼(𝐬)∙(𝐬∙�̂�𝑗,𝛼,𝐬−𝐆)

𝛼 ,  (2.27) 
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where �̂�𝑗,𝛼,𝒔−𝑮 is the phonon eigenvectors, describes the direction of the phonon mode at frequency 

𝜔𝑗,𝒔−𝑮. Here, unlike the affect from DWF, 𝑀𝛼(𝒔) is not isotropic and depends on the directionality 

of phonon mode, it can be written out as: 

 𝑀𝛼(𝐬) =
1

4𝑚𝛼
∫

1

8𝜋3
∑ |𝑎𝑗,𝐤|

2
|𝑠 ∙ �̂�𝑗,𝛼,𝐤|

2
𝑗 .  (2.28) 

For a typical response after laser excitation process the phonon frequency are usually unchanged, 

the change of intensity at 𝐬  at time t after pump arriving time 𝑡0  is then given by  

Eq. 2.26: 

 Δ𝐼1(𝒔, 𝑡) ∝  ∑
Δ𝑛𝑗,𝐤(𝑡)

𝜔𝑗,𝐤(𝑡0)
|𝐹1𝑗(𝐬, 𝑡0)|2

𝑗 .  (2.29) 

Eq. 2.29 gives diffraction intensity change at wave vector  𝐤 = 𝐆 − 𝐬, which in data are illustrated 

as the change of diffusive scattering intensity near Bragg peak 𝐺 . The alteration in diffusive 

intensity, when properly correlated with the phonon system, shall impart knowledge pertaining to 

the amplitude of the phonon mode at a specified wave vector. This, in turn, possesses the capacity 

to furnish insights into the dynamics of phonon modes and band structures, in a manner akin to the 

methodology employed by angle-resolved photoelectron spectroscopy, which facilitates the 

elucidation of the dynamics of electronic states and bands. 

Fig. 2.9 presents an example of phonon modes observed by MeV UED after laser excitation 

of 1T-TiSe2
14. After excitation, an increase in diffusive scattering at different times is shown in 

panels a to d. In panels g and h, the diffusive scattering intensity contribution from different phonon 

modes is calculated. By integrating the diffusive scattering signal at different corresponding 

regions, the dynamics of the change in amplitude for each phonon mode can be extracted, as shown 

in panels i to k. 
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Figure 2.9. Phonon mode observed in diffusive scattering in UED signal. a. – d. Differential 

diffraction patterns zooming into the six Brillouin zones near the diffracted beam at (0, 0). Regions 

of interest marked by the dashed curves in a and d highlight the diffuse scatterings from LO 

phonons and TA phonons, respectively. e, f. Schematic of the atomic displacements (left) and 

diffuse scatterings (right) for longitudinal e and transverse f phonons for a given wavevector q, 

which is defined from the closest Γ point. g, h. Calculated one-phonon structure factor for 

longitudinal (L) and transverse (T) phonons from the optical (O) and acoustic (A) branches. 

Adapted from Ref.14 
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Chapter 3 

Instrument Development 

Having delved into the theoretical underpinnings of UED in the preceding chapter, we now 

shift our focus to the implementation of the experiments. This chapter serves as a gateway 

into the core elements of instrumentation development of the ultrafast electron microscopes 

(UEM), where we carry out the UED and ultrafast optical pump-probe measurements.The 

significance of the UED and UEM instrument1 lies not only in its technical sophistication 

but also in its ability to bridge the theoretical insights with empirical observations over the 

different ultrafast processes at MSU. In this chapter, I aim to present a detailed account of 

the instrumental setup employed in our experiments, outlining the key components, their 

functionalities, and the design principle that serves our needs. 

 

3.1 Framework of the UEM System 

Ultrafast Electron Microscopy (UEM) systems can be designed through various 

approaches, including modifying2–4 a transmission electron microscope (TEM) or 

constructing one from scratch5. Regardless of the design method, certain components are 

essential in all UEM setups1.  

Inherent to the name, UEM utilizes electrons for material observation, with the 

electron gun being a crucial element to generate and accelerate electrons toward the sample. 

This is achieved conventionally by modifying the emitter of (field emission or thermionic) 

TEM into a photo-emitter driven by a laser pulse. The "ultrafast" attribute is typically 
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achieved through a pump-probe setup involving an additional femtosecond laser pulse as 

the pump pulse initiating changes in the sample. The ultrashort electron pulse taken from 

photoemitter is timed to arrive at the sample with different delay time to capture the 

dynamics. This is accomplished by tuning the condenser lens systems to from the 

appropriate beam illumination at the specimen stage. The post specimen optical systems, 

considering objective lenses, intermedium lenses, and projective lenses, are adjusted to 

reflect the information via imaging, diffraction, or inelastic scattering. Recording 

information from the electrons necessitates a sensitive detection device, with a charge-

coupled device (CCD) or direct electron (DE) cameras replacing phosphor screens. 

Such conventional TEM modified system typically operates on a high pump-probe 

repetition rate (𝑓𝑟𝑒𝑝) with a small photoemitter is pioneered by A.H. Zewail at Caltech6,7. 

The effort at MSU is geared towards obtaining single-pulse high luminosity so material 

processes that cannot rapidly recover can still be investigated by a UEM. This new effort 

requires the TEM system to be re-designed around a new type of photo-electron gun. Fig. 

3.1 shows the general schematic of UEM-II system at MSU, where the key components 

are depicted. The new key element is the RF cavity, serving as a longitudinal condenser 

lens to focus the electron pulse into a pancake beam, that maintains the coherent length 

while spatially compressed to achieve high time resolution. The details for this optical 

control will be given in chapter 4. 
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Figure 3.1. Schematic of 2nd generation UTEM in Ruan group. Adapted from Ref.8 

 



39 
 

The complex electron optics that were preserved during the UEM-II modification 

process provide multi-modality functionality9. In particular, a few techniques are shown in 

Fig. 3.2 and Fig. 3.3, where simplified beam paths are shown to provide a comparison 

between different modalities. Fig. 3.2 and Fig. 3.3(a) shows the (simplified) electron beam 

diagram for high resolution imaging mode, where no aperture beyond the sample is 

implemented. Fig. 3.3 (c) shows the electron beam diagram for selected area diffraction 

(SAD), in which by selecting a certain region on the image plane, it ensures that the 

diffraction pattern gathered comes from the exact same region. SAD combines both real-

space imaging and reciprocal-space diffraction information, enabling the investigation of 

local structures via the diffraction method. Fig. 3.3 (b) shows the electron beam diagram 

for dark-field (DF) imaging, which is on the opposite side of the SAD approach. In the DF 

approach, an objective aperture is inserted at the focal plane, where a certain region in the 

reciprocal space is selected. Only the electron beam path through the aperture later forms 

an image. DF enables the study of real-space information on the selected reciprocal space, 

where an example is to study the domain growth of CDW material. In Fig. 3.3(b), the DF 

image gathered are from single NC-CDW diffraction peaks for 1T-TaS2.  
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Figure 3.2 Electron beam path for bright field imaging mode.  
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Figure 3.3 Simplified electron beam path. a. High resolution imaging mode. b. Dark 

field imaging mode. c. selected area diffraction mode. The crossover between intermedium 

lenses and projective lenses are omitted for simplicity.   
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3.2 The Upgrade of Ultrafast Electron Crystallography 

During the early phase of my graduate study, I participated in the upgrade effort for the 

existing Ultrafast Electron Crystallography (UEC) system. The UEC is the first ultrafast 

electron diffractometer built in Ruan group. It utilizes a compact gun design10 to minimize 

electron pulse elongation due to the space-charge effect. Previously, it achieved sub-

picosecond (ps) resolution with 1000 electrons per pulse11.  

The laser system in UEC serves two purposes: driving the electron gun and exciting 

the sample to initiate change. The laser system starts with the output of a Ti:Sapphire 

femtosecond laser system that delivers 2.5 mJ/cm2, 45 fs, 800 nm laser pulses at a 1 kHz 

repetition rate. The output pulses are split into two paths, pump and probe, by a beam 

splitter. The pump path can either pass through an optical parametric amplifier (OPA) that 

generates a broad range of selectable optical wavelengths, from 285 to 3300 nm, or be used 

as is to pump the sample with an 800 nm beam. The laser pulses along the probe path are 

frequency-tripled to 266 nm to drive the electron gun. 

Immediately after the electrons are extracted from the anode, a gun lens is 

positioned to prevent the electrons from becoming too divergent. Two sets of deflector rods  

are attached to the gun lens to bend the beam such that the electron beam will hit the center 

of the camera. The sample is located 20 mm away from the gun lens; this short distance is 

chosen to reduce the pulse duration increase due to the space-charge effect. The camera 

assembly starts with a phosphor screen, which is coated with a 60 nm Al layer to block 

visible light while still allowing electrons to pass through and be converted to photons. 

These photons then enter a microchannel plate, where they can be amplified up to 1000 
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times. The amplified photons finally arrive at the CCD camera chip, and the diffraction 

pattern is recorded. 

 

 

 

Figure 3.4. a. CCD camera assmebly. b. 30kV electron gun. 

 

The upgrade performed during my PhD tenure was targeted to improving both 

temporal resolution and dosage by adding an RF cavity to compress the electron beam. The 

principles regarding how the RF cavity compresses the electron pulse are given in chapter 

4. Fig 3.5 shows the schematic of UEC before and after the upgrade. 

The insertion of the RF cavity brought about a few challenges. Firstly, the RF 

cavity's vacuum, made by many O-ring seals, has a poor vacuum at 5 x 10-5 torr. However, 

the electron gun, in this case with an extraction field of 7 MV/m, requires a vacuum better 

than 5 x 10-9 torr12. To achieve this, a 2-level differential pumping system was designed, as 

shown in Fig. 3.6. A total of three 2 mm apertures are used to limit the flow rate, and a final 

vacuum of 8 x 10-10 torr is achieved in the gun chamber. 
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Figure 3.5. Comparison between UEC setup before and after upgrade. Top: UEC after 

upgrade. Bottom, UEC before upgrade. The main chamber contains a goniometer system, 

sample transfer, and cryocooling units under ultrahigh vacuum. The camera and the main 

chamber are not drawn to scale.  

 

Another issue that needs to be addressed is the spot size of the electron beam. Prior to the 

upgrade, the distance between the electron gun lens and the sample was 20 mm13. After the 

upgrade, this distance increased to 750 mm. The 35-fold increase in distance reduced the 

minimum focused spot size of the electron beam by the same factor, giving the electron 

beam a size of δ = 500 μm and making the dosage unacceptably low. To obtain a sufficient 

dose, the electron beam needs to be demagnified 10 times.  
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Figure 3.6 Vacuum diagram after UEC upgrade. The shaded area highlights the 2-level 

differential pumping design.  
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To achieve the desired beam size, a new lens pair was designed. For magnetic lenses 

with both upper and lower pole pieces, the focal length can be determined by the empirical 

electron lens making equation14:  

 
𝑓

√𝑆2+𝐷2
= 31

𝑉

(𝑁𝐼)2 +  0.19 (3.1) 

where 𝑓 is the focal length, 𝑆 is the gap size between pole pieces, 𝐷 is the diameter of pole 

pieces, 𝑉  is the electron beam’s accelerating voltage, 𝐼  is the lens current, and 𝑁  is the 

number of wire loops. To demagnify the beam by 10 times, the focal distances of the two 

lenses need to have a factor of 10. With this consideration, the lenses are designed with the 

parameters given in Table 3.1. A beam size of δ = 44 μm is achieved. The CAD model of 

the lens pair is shown in Fig. 3.7, and the comparison of beam size before and after the 

implementation of the lens pair is shown in Fig. 3.8. 

 

 D(mm) S(mm) N I(A) 

Lens 1 1 1 200 0.85 

Lens 2 1 1 500 1.15 

Table 3.1 Parameter used in fabricating the lens pair system.  
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Figure 3.7 The Schematic of lens pair. Units are in inches. 

 

 

 

Figure 3.8 Beam profile at sample before and after turning on lenses. A reduction of 

11.6 on electron beam size is achived.  
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After the upgrade, the temproal resolutoin of the UEC beamline is characterised via 

carring out the diffraction measurement for  the suppression of NC-CDW in the TaS2 

system with 2 x 105 electron per pulse. The response curveds are obtained for different RF 

power to tune the system for best compression, which gives the response time of 250fs in 

sigma. Given the previous result from our group has shown the intrisic timescale for CDW 

suppression in TaS2 is ≈ 300 – 400 fs(2𝜎), our measurement put the system’s temporoal 

resolutoin to be ≤ 200fs in 𝜎. We expect this result contains a sizable contribution from the 

RF noise in the compression optics, and the performace could be improved by 

implementing the new upgraded RF control system described in chapter 4. 

 

Figure 3.9. UEC’s temprol resolution at different RF power. Measured dynamics of 

NC-CDW suppresion in TaS2 system, best resolution is achived at RF power equal to 

4.88W, where a temprol resolution 𝜎 = 200fs achieved. 

 



49 
 

 

3.3 Implementing the Dual Probe Setup in UEM 

System 

Unlike the RF cavity, which was added later to the UEC system, the first-generation UEM 

(UEM-I) in Ruan group was initially built with the RF cavity and is the first RF-compressed 

UEM (RF-UEM). The overall design of the UEM-I beam delivery system includes the key 

components of the condenser system of a TEM, but adapted to accommodate the high-

density beam delivery up to 107 electron per pulse generated from a Pierce-type 

photoemission gun; see Fig. 3.10. 

Here the photocathode is driven by a front-illuminated 266 nm laser, and capable 

of a voltage bias up to -100 kV. The higher energy of the electrons results in a shorter 

wavelength, thus providing a higher penetration depth9. It also provides a larger (flatter) 

Ewald's sphere, which gives a better intersection with the reciprocal lattice of the material. 

The use of Pierce cathode15 pushes the electric field between the cathode and anode focused 

toward the optical axis, providing a weakly converging electric equipotential to counter the 

beam divergence caused by space-charge effects. Similar to the UEC design, a gun lens 

(Lens 1) and a set of deflector rods are also attached to the gun. 

Beyond the gun lens, two additional lenses are present in the system, where Lens 2 

is before the RF cavity and Lens 3 is after the RF cavity and before the sample. The idea 

behind these two lenses is to demagnify the beam. Before the electrons enter Lens 3, an 

aperture assembly with three different sizes (50 μm, 100 μm, and 200 μm) is present. The 

choice of multiple aperture sizes allows us to select the low-dosage yet high-brightness 
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central part of the beam by using the smaller aperture or to obtain a higher dose at the 

sacrifice of brightness with  a larger aperture . In addition to the deflector rod set next to 

the gun lens, a Helmholtz coil is placed immediately after it. The combination of the 

aforementioned deflector rod set and the Helmholtz coil ensures that the electron beam 

passes through the center of both Lens 2 and the RF cavity. Below the aperture assembly, 

a second set of deflector rods is present to ensure the electron beam passes through the 

center of Lens 3. After the beam passes through the sample, the data is collected by a 

camera assembly similar to the UEC setup. The setup of UEM-I is shown in Fig. 3.10. 

 

Figure 3.10. Schematic of 1st generation UTEM in Ruan group. 
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An upgrade was performed during my PhD tenure, where an 800 nm, 35 fs laser 

pulse was installed as a probe to track the probe optical transmittance change of the sample 

following the pump illumination. The optical signal was taken from the residue of the 

frequency tripler and passed through a delay stage such that the arrival time of the optical 

probe matched the arrival time of the electron probe within 100 fs. The optical probe then 

went through a 50/50 splitter, where the reflected beam served as a reference beam to track 

the intrinsic intensity fluctuations. Its signal was collected with a photodiode (Thorlabs 

DET10A) and then amplified by a boxcar (Stanford Research Systems SR250). The 

transmitted beam was sent to a telescope set, in which its size was expanded to σ = 5 mm. 

The expanded beam was then focused onto the sample inside the vacuum chamber with a 

size of σ = 12.5 μm. After the beam was transmitted through the sample, it was routed out 

to another photodiode (Thorlabs DET100A) and then followed by the same boxcar. The 

sample's transmittance change after photoexcitation was thus tracked by the signal change 

in boxcar output voltages:  V(Boxcar #2) / V(Boxcar #1), as shown in Fig. 3.11. 

The two photodiode-boxcar system served as a balanced detector, where their linearity 

between the input laser power versus the output voltage are first individually checked. In 

the balance detector setup, boxcar #1 served as the signal to track the laser induced 

transmittance change from sample, and boxcar #2 served as the reference to track the noise 

induced from laser power/position fluctuation. The linearity from the two photodiode-

boxcar system guaranteed that any noise from laser is canceled by recording 
𝑉𝑏𝑜𝑥𝑐𝑎𝑟𝑟#1

𝑉𝑏𝑜𝑥𝑐𝑎𝑟𝑟#2
. By 

implementing the balanced detector setup, the signal to noise ratio is improved by one order 

and a final signal to noise ratio better than 0.1% is achieved without the need of any average.  
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Figure 3.11 The setup of transmittance measurement. The optical probe is taken from 

the residue light of 800nm pulse after going through frequency tripler, the two photodiode-

boxcar serve as a balance detector system to boost signal to noise ratio. 

 

Figure 3.12 Balanced detector’s performance. Black and red curved shows the raw 

recording from the two photodiode-boxcar system. The blue curve shows the normalized 

result, which is 
𝑉𝑏𝑜𝑥𝑐𝑎𝑟𝑟#1

𝑉𝑏𝑜𝑥𝑐𝑎𝑟𝑟#2
 . The signal to noise ratio increases by one order after 

normalization.  
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Chapter 4 

Radio-Frequency Electron Pulse Compression  

In the realm of ultrafast measurements, the quest for higher temporal resolution is central. Unlike 

ultrafast optical techniques, where increasing the photon dose typically does not degrade the 

performance, electrons, being negatively charged, can adversely affect the measurement when 

packed at high densities. This phenomenon, known as the space-charge effect, occurs due to the 

particle-particle Coulomb repulsion, which can significantly impact the performance of ultrafast 

electron-based measurements1–4. 

Several strategies have been proposed to enhance temporal resolution. These include 

reducing the travel time of electrons by either escalating the accelerating voltage to the MeV5–9 

level or reducing the distance10–12 between the cathode and the sample to centimeters range. 

However, designing electron optics for MeV electron beams presents a challenge, and a short 

distance between the cathode and the sample precludes the use of complex electron optics prior to 

the sample. 

An alternative approach involves reducing the electron count to less than one electron per 

pulse13–15. Although this method effectively eliminates the space charge effect, it necessitates a 

high repetition rate (typically 1 – 100 MHz) to compensate for the loss of dosage, thereby limiting 

the scope of material process that can be studied to those fully reversible within the pump-probe 

period. 

At MSU, we employ an RF cavity as a longitudinal lens to actively compress the beam 

pulse3. During my Ph.D., a new cascade RF control system is being developed. In this chapter, I 

will first introduce the principles behind RF compression, followed by a discussion on the 
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construction of the cascade RF control system, and finally, an examination of how the new RF 

system enhances temporal resolution. 

 

4.1 Basic RF Field Compression Mechanism 

In this section, I will introduce the formalism to consider the mechanism for adjusting the electron pulse 

phase space structure, leading to compress the pulse duration. To understand how RF field interacts with 

the electron pulse, we start by considering a single electron pulse in the RF field. The RF field and the 

change of momentum of the electron is given by: 

 𝐸 =  𝐸0 ∗ sin(𝜔𝑡 +  𝜙0), (4.1) 

and 

 𝛥𝑝 = 𝐹 𝛥𝑡 =  − ∫ 𝑒 𝐸(𝑡) 𝑑𝑡
𝑡2

𝑡1
, (4.2) 

where 𝛥𝑡 is the time of electron interact with the RF field, determined by the gap, d, of the RF cavity. Take 

t = 0 when the electron passes through the center of the RF cavity, we have: 

 𝑡1 =  −
𝑑

2𝑣
 and 𝑡2 =  −

𝑑

2𝑣
, (4.3) 

where 𝑣 is the velocity of the electron. Eq 4.2 then can becomes: 

 𝛥𝑝 =  −2
𝑒 𝐸0 

𝜔
∗ 𝑠𝑖𝑛 (

𝜔 𝑑

2𝑣
) 𝑠𝑖𝑛 𝜙, (4.4) 

and the velocity change is:  

 𝛥𝑣 =
𝛥𝑝

𝑚 𝛾3 =  −2
𝑒 𝐸0 

𝑚 𝛾3 𝜋 𝑓
∗ 𝑠𝑖𝑛 (

𝜋 𝑓 𝑑

𝑣
) 𝑠𝑖𝑛 𝜙. (4.5) 

The arriving time jitter, caused by a noise RF source (i.e. 𝜙0 is not stable) is then: 

 𝑑𝑡 =  −
𝐿

𝑣2  𝑑(Δ𝑣) = −2
e 𝐸0 

𝑚 𝛾3 𝜋 𝑓
∗ sin (

𝜋 𝑓 𝑑

𝑣
) cos 𝜙 𝑑𝜙.  (4.6) 

Equation 4.2 gives us the relationship between the arriving time jitter and RF phase jitter, it is 

calculated without considering the internal charge distribution of the electron pulse. We can see that the 

time jitter is proportional to the phase jitter. Next, I will show how the RF filed compress the electron beam. 
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We begin by defining the velocity spread and position spread being 𝛿𝑣 and 𝛿𝑧, before entering the RF cavity. 

The chirp of the pulse is then defined as: 

 𝑎0 =
𝛿𝑣

𝛿𝑧
. (4.7) 

There are two specific cases to be considered, the first case is when the pulse arrives at the sample, 𝛿𝑧′ = 0 

such that the pulse has a shortest width, or best temporal resolution. The phase space chirp change is 

illustrated in Fig. 4.1. In order to have 𝛿𝑧′ = 0 at sample, we must have a negative chirp after the pulse get 

out of the RF cavity, satisfy the condition: 

 𝑡 =
𝐿

𝑣
=  

𝛿𝑧

−𝛿𝑣′
,  (4.8) 

which gives the chirp after RF field: 

 𝑎′ =
𝛿𝑣′

𝛿𝑧
=

𝑣

𝐿
,  (4.9) 

only depends on the geometry of the instrument setting. To achieve a best imaging quality (for a lesser 

effect, also on a better diffraction quality), a minimized energy spread beam is desired, it is evident in that 

case, 𝑎′ = 0. 

We can write the change of RF phase due to the finite electron pulse width as: 

 𝛿𝜙 = 2 𝜋 𝑓 𝜏 =  2 𝜋 𝑓
𝛿𝑧

𝑣
,  (4.10) 

where 𝜏 is the pulse duration of electron beam, and f is the frequency of the RF wave. This gives us the 

change of chirp after electron beam passing through RF cavity as: 

 𝛥𝑎 =
𝛿𝛥𝑣

𝛿𝑧
= 2 𝜋 𝑓

𝛿𝛥𝑣

𝑣 𝛿𝜙 
. (4.11) 
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Figure 4.1. Phase space illustration of RF compression on electron beam. The electron beam’s phase 

space a. before entering the RF cavity. b. after passing through the RF cavity, and c. at the sample. Adapted 

from Ref.3 

 

We define focusing parameter 𝜂, defined by the beam velocity change 𝛿Δv observed under an RF phase 

tuning (𝛿𝜙): 

 𝜂 ≡  −
1

𝑣

𝛿𝛥𝑣

𝛿𝜙
=  −

1

2 𝜋 𝑓
 𝛥𝑎, (4.12) 

with the help of Eq. 4.5, we have: 

 𝜂 =  
e 𝐸0 

𝑚 𝛾3 𝜋 𝑓 v
sin (

𝜋 𝑓 𝑑

𝑣
) cos 𝜙, (4.13) 

and we can re-write Eq. 4.6 into: 

 𝑑𝑡 =  −
𝐿

𝑣
 𝜂 𝑑𝜙. (4.14) 

Similarly, the beam energy change due to phase jitter can be re-write from eq.4.4: 

 𝑑𝐾 =  𝑚 𝑣2 𝛾3𝜂 𝑑𝜙. (4.15) 

Eq. 4.12 and 4.13 give us the condition of how to best set the field to optimally compress the pulse. 

Fig. 4.2 show the RF field led to pulse compression over two different regimes of photo electron generation.  
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Fig. 4.2. Pulse duration change as a function of supplied RF power. The red data is gathered from 10nm 

cathode with 1.7 x 107 electron per pulse, which is beyond VCL. The blue data is gathered from 50nm thick 

cathode with 1 x 106 electron per pulse, which is below VCL. The difference between the two RF power 

required indicate a difference chirp before the electron pulse. The difference between the minimum possible 

compressed pulse width is due to the size difference of the phase space emittance. Adapted from Ref.3 
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The shortest pulse duration is reached when 𝜂 ((experimentally usually measured as square root of the RF 

power) reached an optimal value where the chirp change Δ𝑎 it introduces perfectly cancels our the initial  

chirp 𝑎0. With the operating 𝜂 determined by following Eq. 4.14, one can tune the pulse energy and arriving 

time by changing the RF phase and amplitude. thru perfection such RF control over delivered electron pulse, 

one can evaluate other limiting factors for the time resolution given under for a specific a beam does. The 

above discussion best applies to the case where the intrinsic area of phase space is zero. However, in practice, 

the phase space has a finite area, so-called emittance, as schematically drawn in the shape of a tilted eclipse 

in the Fig. 4.2 insert. One important factor that affects the emittance is the intensity of the drive laser. As 

the drive laser intensity increases, the emittance will increase, resulting in an upshift in the optimally 

compressed pulse width. On the other hand, the more favorable sublinear scaling in transverse emittance 

over Ne resulting an increase of brightness, which gives a better signal to noise ratio (S/N). It is previously 

found this favorable scaling holds true until the virtual cathode limit (VCL) is reached16. In experiment, the 

balance between short temporal and good S/N need to be carefully considered, which usually is chosen by 

placing the drive laser intensity just below the VCL. More detailed discussion can be found in Ref3and Ref4. 

 

4.2 RF Cavity as a Condenser Lens in UEM System 

In the previous sections, I have shown that the RF field can effectively adjust the phase-space structure of 

the electron pulse to reach condition for either compress the pulse duration of energy spread. In the UEM 

system, those two configurations correspond to the case where the best temporal resolution and the best 

imaging resolution are accomplished. However, the lens employed in the UEM system is not perfect. 

To evaluate the impact, we look at the coupling between the phase space (which is considered as a 

stochastically filled area) and the optical transfer function in the context of the objective aberration function. 

To illustrate the theoretical principles, we first ignore contributions from a noisy RF source. We trace the 

effects of a finite-sized electron bunch phase space on the TEM's resolution function. In this phase-space-
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based picture, the beam's incoherent illumination causes information loss and degrades resolution, which 

can traced to two parts17: ES(k) from the special incoherence, and ET(k) from the energy incoherence. They 

are both expressed in the Fourier spatial frequency k. As part of the (objective) lens transfer function18, 

these incoherence envelopes restrict the information at high k, given by: 

 𝑡(𝑘)  =  𝐸𝑠(𝑘)𝐸𝑇(𝑘)𝑒𝑖𝜒(𝑘),  (4.16) 

where χ(𝑘) gives the phase factor of the distorted wavefront. The envelope functions are given by: 

 𝐸𝑠(𝑘) =  exp {−[𝜋𝜎𝑠(𝐶𝑆𝜆2𝑘3)]2},  (4.17) 

 𝐸𝑠(𝑘) =  exp {−0.5[𝜋𝜎𝑇(𝐶𝑆𝜆𝑘2)]2},  (4.18) 

where λ is the electron de Broglie wavelength. The direct impact from the incoherence phase-space 

envelope is seen in the coupling between the exponent 𝜎𝑠 (the RMS of the beam convergence angle) and 

the spherical aberration coefficient 𝐶𝑆. This results in an expanded cone of incoherent illumination. Namely, 

a large transverse emittance size 𝜀𝑥  will propagate into a large transverse extremum size through 

focusability. The spatial resolution (R0) or the coherence length (Xc) from the bunch illumination is thus 

expected to be limited. Meanwhile, taking the temporal incoherence envelope into consideration, σT is 

defined by: 

 𝜎𝑇 = [(
𝜎𝐸

𝐸0
)2 + (2

𝜎𝐼

𝐼0
)2]1/2,  (4.19) 

where 𝜎𝐸  and 𝜎𝐼  are the RMS deviations of the beam energy ( 𝐸0 ) and objective lens current ( 𝐼0 ), 

respectively. These couple to the lens chromatic aberration coefficient Cc. The expanded 𝜎𝑇  limits the 

spatial resolution due to the cross-dimensional effect; namely, beam temporal incoherence causes 

imprecision in spatial focusing. It is easy to see that instability of the RF optics will couple to the lens optics 

through an increase in 𝜎𝑇. Hence, an imprecise RF lens not only causes a loss in temporal resolution but 

also directly impacts the spatial resolution in an ultrafast electron microscope (UEM). The resolution loss  

is given by the complementarity (Fourier-pair) relation between the resolution function R(r) and the 

transfer function t(k)19: 

 𝑅(𝑟) = 𝐹𝐹𝑇⟦𝑡(𝑘)⟧.  (4.20) 
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Figure 4.3. UEM and UED performance from tuning the condenser system. To evaluate the effect on 

the focusing property, the results are given for different transverse and longitudinal emittances. The model 

considers a beam energy of 60 keV with 105 electrons. The UED and UEM categories are classified based 

on the strength of RF filed applied, where a stronger RF field is applied to UED to prioritize the time 

resolution, while a weaker RF field is applied to UEM to prioritize the spatial resolution. The pulse duration 

Δt is set from 250 to 750 fs (FWHM) at low emittance for UEM. For UED, the Δt setting is smaller, ranging 

from 25 to 75 fs at low z. For UEM, the convergence half-angle is varied from 0.6 to 3.5 milliradians, 

subject to the demagnification of the beam by the condensers acting as a virtual source at the front focal 

distance of the objective pre-field. This angle depends on the transverse emittance x, the condenser settings, 

and the pre-field focal distance (which is 1.4 mm to match with experiment). For UED, this angle is smaller, 

ranging from 0.1 to 1.1 milliradians. The microscope resolution function from the derivation of ΔR is 

calculated using the lens aberration coefficients Cs = 1 mm and Cc = 1.9 mm. Adapted from Ref. 20 
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Eq.4.19 gives TEM’s resolution as a function of both the transverse and longitudinal phase space 

emittance. It is important to note that the energy spread (𝜎𝐸) is inverse related to the beam pulse width 

coupled via the RF compression. Similarly, the convergent angle (determines 𝜎𝑠) is inverse related to the 

dosage coupled via the magnetic lens focusing. Thus, in experiment, one cannot simply set 𝜎𝐸 and 𝜎𝑠 = 0, 

in which will corresponding to a mono-kinetic electron beam but with a long pulse width, and a coherent 

parallel beam with weak intensity. 

In Fig. 4.3, we present the modeled results UEM and UED modalities. The categorization of UED 

and UEM modalities is based on the starting values of the tuning parameters. As these parameters are varied, 

performance in ultrafast diffraction and imaging may be prioritized. However, regimes can be approached 

where UED and UEM experiments are carried out at similar optical settings - enabling a joint multi-modal 

scheme under the same beam illumination condition, but with some compromises in resolution from each 

channel. 

For UEM modality, the primary goal is to optimize spatial resolution R. This involves setting a 

larger convergence half-angle to promote dose over coherence length and prioritizing high temporal 

coherence over temporal resolution to reach sub-10nm spatial resolution. For UED mode, the system 

prioritizes higher coherence length Xc and shorter pulse width. Consequently, the dose and direct-space 

resolution may suffer compared to UEM mode. 

The divergent trends from these simulations over the emittance provide guidance, based on the 

desired UED and UEM performance, for setting bounds on the emittance size. The shaded areas represent 

previous experimental spans for operating the RF beamline under UED21 and UEM22,23 modalities (see Fig. 

4.3). While only providing order-of-magnitude precision on beam emittance, the assigned characteristic 

emittance is consistent with the source emittance given by multi-level fast multipole method simulations 

optimized for the laminar flow regime. 
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Figure 4.4. The impacts from the RF instabilities on the temporal and spatial resolutions. The left 

panel gives the temporal resolution for UEM and UED modalities modelled for the nominal values of x 

=10 nm and z =1 nm for Ne=105. The results are calculated for the beam energy varied from 40 to 120 keV 

and 200keV. The right panel gives the corresponding changes in the imaging resolution. The different RF 

optical settings for UED and UEM reflect different phase-space aspect ratio prioritized for either imaging 

or ultrafast diffraction. For imaging the energy spread is 0.3 eV to allow for sub-10 nm imaging resolution, 

while for UED it increases to 250 eV to give the best possible temporal resolution set by the emittance floor. 

The impact on temporal resolution is largest in UED mode due to strong focusing. Based on the simulation, 

it is possible to compress the bunch down to 22 fs FWHM, which only weakly depends on beam energy. 

This weak dependence can be seen in the time-to-phase ratio ktϕ = L/v. For our setups with L ≈ 0.4 m, ktϕ 

of 4 to 4.5 is estimated for beam energies from 40 to 100 keV. Meanwhile, the impact on UEM lies in the 

spatial resolution (right panel of Fig. 4.4). Adapted from Ref. 20 
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We now add the effects of a noisy RF source feeding the RF cavity longitudinal lens on the 

resolution. The effect of RF jitter on beam energy change and arrival time change is given in equations 4.14 

and 4.15. Based on the nominal emittance deduced for 105 electrons (Fig.4.3), and the RF lens settings 

where f = 1.013 GHz, d = 2.1 cm, the incoherence envelopes is then calculated. 

The additional temporal incoherence from the RF cavity phase jitter 𝑑𝜙  is convolved into the overall 

incoherence width by 𝜎𝑇′ = (𝜎𝑇
2 + 𝑑𝐾2)1/2, from which we determine the spatial resolution. The results 

for different beam energies are presented in Fig. 4.4. 

The high sensitivity to RF noise at the fs-nm scale measurements is quite noticeable, highlighting 

the importance of further improving the phase stability of the RF system. To test the emittance floor based 

on the given ktϕ in both scenarios, an RMS noise close to 0.005° would be required. 

 

4.3 Upgrade of the RF Control System  

While the core magnetic and RF condenser lens technologies promise to deliver a bright beam with sub-

100 fs temporal resolution (e.g. the 22 fs FWHM simulation in Fig. 4.4), translating such short bunches to 

actual performance requires high stability and precision in the control system. For UEM systems, 

synchronization between the laser pump and the RF system seeding the RF cavity is achieved through a 

phase-locked loop (PLL) circuit (Fig. 4.5). This consists of a photodiode converting the laser oscillator light 

pulse to a multi-GHz frequency comb, with the RF cavity resonance at 1.013 GHz locked to an integer 

harmonic. 

Over the extensive distances the signals travel, the success of the RF phase-locked loop depends on 

identifying and removing spurious noise sources, often involving proportional-integral-derivative (PID) 

feedback control loops over the appropriate experiment timescales. Effective feedback control strategies 

have been reported achieving ~80 fs temporal resolution for relativistic UEM7,24,25 beams and ~100 fs for 

sub-relativistic UEM systems3,26–29. However, the actual performance deviates between systems due to  
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Fig. 4.5. A typical integration between Laser, RF system, and UEM electron optics. The fs laser system 

provides timing to pump pulse initiating material transformation as well as for seeding the RF signals sent 

to the RF cavity that delivers the short electron probe pulses. A PLL serves to ensure laser and RF are 

synchronized to each other. Adapted from Ref.30 
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varying beamline designs and specific noise sources present at each location. To deliver and uphold the ~22 

fs FWHM bunch predicted by simulation, further improving on phase stability and precision control of the 

RF systems beyond what current design is needed. 

 

 

Figure 4.6. Circuit schematics for the two-level PID system for RF phase control and noise 

suppression. fREF is the reference frequency selected from the frequency comb of the laser, used as the 

reference frequency for the RF system. fDRV is the driving frequency sent to the RF cavity that compresses 

the electron beam. fREF is the frequency of signals at the pickup port. Adapted from Ref. 20 

 

A cascade scheme RF control system is designed to reduce noise level to 0.005° RMS, providing 

sufficient precision for focusing the bunch down to the emittance floor. The new scheme features a two-

level cascade design, as illustrated in Fig. 4.6. The master feedback loop, PID-0, oversees the entire length 

of the RF circuit, compensating for the phase difference, Δ𝜙, measured between the laser frontend and the 
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RF pickup port; its output for phase compensation is fed into the PID-1 subsystem. The PID-0 feedback 

control employs a 4 MHz digitizer, averaging over 1k samples to achieve the necessary phase detection 

precision for running the PID. With a sub-millisecond detection time, the system can detect noise spectrum 

beyond 1 kHz, yet it operates at 10 Hz to provide the overall phase stability required for long-term operation. 

The nested feedback loops detect and compensate for active noise sources over their respective detectable 

spectral ranges. Specifically, the PID-1 inner loop, which operates at a higher frequency and is proximity-

coupled to the UEM column, employs a digital phase-locked loop (PLL) to address local phase noise. This 

noise is measured between the signal fed into the low-level RF (LLRF) controller and the signal at the 

cavity pickup port. The high-speed LLRF controller, designed and fabricated by the RF group at the Facility 

for Rare Isotope Beams (FRIB), supports the new 644 MHz superconducting cavity for the future FRIB400 

upgrade and the 1.013 GHz room-temperature UEM cavity. A key feature of this LLRF controller is the 

System-on-Chip (SoC) field programmable gate array (FPGA) design, which incorporates fast data 

converters that allow direct sampling at 1.013 GHz and PLL chips with good phase noise performance up 

to 100 kHz. These PLL chips generate clocks for the data converters and FPGA. Consequently, the LLRF 

controller can effectively suppress any local phase noise within the cavity bandwidth, which is much greater 

than 0.1 MHz.  

Importantly, the cascade loop design can synergistically reduce the noise floor while ensuring long-

term stability through a shared responsibility spectrum region for joint optimization. This spectral region is 

allocated in the most active frequency domain, from 10 Hz to 1 kHz. To inspect this effect, noise spectrum 

analyses are first carried out at different levels of feedback controls by the two PID sub-systems. The results 

are presented in Fig. 4.7, first showing the scenario of open loops. In this free-running scenario, the intrinsic 

noise spectrum given by the PID-1 sub-loop carries an accumulated RMS noise of 0.013 from 1 Hz to 106 

Hz (in green). Meanwhile, the phase noise detected in the master loop rises to 0.039 RMS from 10-6 Hz to 

10 Hz (in pink). The corresponding noise power spectra are presented in the inset panels below, showing 

temporal correlations with the characteristics of a power-law distribution. The synergistic effect is then 

investigated by running the two PID control loops simultaneously, with the set parameters used in PID-0 
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optimized for overall performance improvement viewed from Δ𝜙, necessarily encompassing the increased 

noise from the active PID-1 sub-loop for reducing high-frequency noises. At this stage of implementation, 

only the PID-0 parameters are tuned. 

 

 

 

Figure 4.7. RF noise characterizations before and after applying PID feedback controls. The main 

panel shows the integrated RMS noise measured from PID-1 & PID-0 loops separately, the performance 

with active PID correct and without PID correct are compared. The inserts show the corresponding noise 

power spectrum plotted with the same color code. The dotted area represents the shared responsibility 

region for the two PID system. Adapted from Ref. 20 
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With both PID loops activated, the noise levels significantly decrease. For the PID-1 subsystem, 

the integrated noise reaches the 0.0055 noise floor. In the PID-0 master loop, noises are added in the range 

above 10 kHz, resulting in an overall integrated RMS noise of 0.0089. By comparing the corresponding 

noise power spectra in the sub-panels below, it is evident that the improvements are achieved mainly by 

suppressing the diverging spectral power at lower frequencies. Respectively, the feedback action defines a 

corner frequency fc of 0.5 Hz and 3 kHz for effective noise suppression in the two loops. While setting the 

goal of reducing the integrated noise markedly reduces the noise below fc, a slight increase in noise power 

above fc may be observed because of active intervention. 

 

 

Figure 4.8. Interactions between the two PID control loops in the 10 Hz to 1 kHz range. Adapted from 

Ref. 20 

 



72 
 

To study the interaction between the two control loops, we examine the time traces over different 

levels of PID controls. The blue curve in Fig. 4.8 shows the noise power spectrum from independently 

running the high-frequency feedback loop, where one can see the noise spectrum levels off at around 1 kHz. 

However, by turning on the PID-0 feedback control with the goal of reducing the overall integrated noise,  

the noise spectrum seen at frequencies below 1 kHz drops markedly. We view this synergistic effect also 

from the perspective of the PID-0 loop. The results are presented at different levels of feedback controls,  

first shown in the time traces in Fig. 4.9a over a span of 2000 seconds. As a reference, the top trace (in red) 

shows the free-running scenario. The trace below (in pink) gives the results from activating just the PID-1 

feedback control. The noise level is reduced but not significantly. This surprising result is understood by 

closer examination of the noise fluctuations (inset panel), where a visible telegraph-like noise with 

switching behavior is shown. The switching frequency of this noise is below 0.1 Hz, thus undetected at the 

PID-1 level. Locally within each plateau, the noise level is significantly lower than the free-running case. 

From the histogram analysis, these noise features give a bi-modal distribution and carry a significant part 

of the integrated noise (see Fig. 4.9b). We also examine the case with activating just PID-0 (see Fig. 4.9a 

in green). In this case, the accumulated RMS noise reaches a level close to 0.01, better than the previous 

scenarios (see Fig. 4.9c). But the local noise is higher than the case with just turning on the PID-1 feedback 

control, albeit no signature of the telegraph noise can be traced here. We can thus conclude the presence of 

the telegraph noise to be a spill-over effect from active intervention in the higher frequencies – one that 

turning on PID-0 feedback control can help remediate. Indeed, by activating the two feedback loops 

simultaneously, both the local and integrated global noise are reduced. 

We further consider the ramifications of the noise suppression protocols on actual experimental 

implementation where ultrafast diffraction or imaging carries the information frame-by-frame over the 

acquisition time of seconds. From this perspective, we examine the RF phase independently monitored at 

the UEM column while running the experiments shown in Fig. 4.10. By comparing the results between 

just activating PID-1 and joint feedback control (PID-0+PID-1), one can judge that the main improvement 

in integrated RMS phase noise comes from reducing the active period of the telegraph noise, and upon  
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Figure 4.9. Noise characterization under different PID scenarios. a. The noise time sequences obtained 

by PID-0 phase detector with increasing levels of PID control; see the color-coded figure legend for the 

different PID settings. A pronounced source of noises is given at the level of PID-1 feedback control, where 

the uncompensated noises from PID-1 subsystem overflow into the master loop in telegraph noise-like steps 

at a relatively low frequency, 0.06 Hz; see the inset. b. The phase noise histograms obtained from 

corresponding time sequences in panel a. c. The accumulated RMS noises derived from integrating the 

noise power spectrum obtained from the time sequences. The left sub-panel shows the results with 

integration starting at the high frequency, whereas the right sub-panel gives the results with integration 

starting at the low frequency. Adapted from Ref. 20 
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averaging, their contribution is minimized to a small pedestal region in the histogram representing the 

resolution function in the temporal response. Clearly, based on the Gaussian sigma value extracted from 

the histogram, the precision of the RF system has reached within 0.01° RMS. At this low level of jitters, it 

is essential to test the sampling error; currently, to be sensitive to noise from the higher frequency region 

for joint feedback control, the phase detector integration time is at 60 μs — which can clearly pick up the 

sharp rise of the telegraph noises (and hence correcting the effect in the feedback loop), but the short 

integration time may introduce a detector noise higher than the noise floor of the device. For this purpose, 

we deliberately raise the acquisition window to 350 μs (see Fig. 4.10 colored in green). At this acquisition 

time, the detector is still sensitive to kHz noises and can faithfully detect the residual noise spikes but long 

enough to reduce the sampling noises. The noise distribution, as given in the corresponding histogram, has 

a much-reduced Gaussian width of 0.0053°. Given our confidence that the noise spectrum above 1 kHz is 

effectively suppressed by the PID-1 feedback control (Fig. 4.7), we believe the measurement here does 

reflect the noise floor from the joint PID control loop. 

 

 

 

Figure 4.10. RF phase stabilities tracked by phase detector at the UEM station. Adapted from Ref. 20 

 



75 
 

 

By recording the phase noise in real-time, one can adopt a strategy of rejecting the effects from 

spiky features by setting the acquisition primarily over low-noise regions. Keeping the acquisition time 

well below the timescale of the noise spikes allows for such discrimination. Meanwhile, any residual noise 

distributed over the acquisition time can be effectively compensated through data processing, using the 

recorded phase as the time stamp to shift the timing following Eq. 4.14. Judicious applications of these 

strategies will further reduce the noise floor for ultrafast measurements. 

 

4.4 Experimental Validation of the Performance  

To test the electron pulse width of the aforementioned cascade RF system, a beam test was conducted on 

mechanically exfoliated 30nm thick 1T-TaSe2 flakes. The experiment was performed with 105 electrons per 

pulse, and the pump was set at 500 μJ/cm2 to excite the longitudinal acoustic phonons at the K-edge31. The 

scattering data integration was carried out at a 5 kHz repetition rate over an 8-second acquisition period.  

Fig. 4.11 gives the dynamical response for TaSe2 after excitation. Basing off the obtained S/N and 

the ultrafast response extracted from the diffraction peaks, we evaluate the key performance figures of merit. 

First, regarding delivered beam transverse emittance, we determined the dose (𝐷𝑒) and the beam coherence 

length (𝜉𝑒) based of conducting the “atomic grating” approach330: 

 𝐷𝑒 =
𝑁𝑒

2ln (2)
𝜋𝜎𝑥𝜎𝑦, (4.21) 

 𝜉𝑒 = 𝜆/2𝜋𝜃𝑠, (4.22) 

and the emittance is given by: 

𝜀𝑥𝜀𝑦 =
𝑁𝑒

16𝜋3
(

𝛽𝛾𝜆

𝑙𝑏(2)
)

2 1

𝐷𝑒𝜉𝑒
  

where 𝜎𝑥,𝑦 is the transverse Gaussian beam width at the specimen, 𝜃𝑠 is the source angle defined by the 

stochastic velocity spread at the cathode, 𝛽 and 𝛾 are relativistic factors. We obtained 𝐷𝑒 = 3𝑒−/𝑢𝑚2 and  
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Figure 4.11. Coherent phonon dynamics probed by the ultrafast diffraction modality. a. The 

diffraction pattern from the exfoliated 1T-TaSe2 sample, with dashed lines outlining the corresponding 

triangular lattice and charge density wave (CDW) supercell periodicities. b. Shows the intensity 

modulations registering coherent phonon dynamics, incoherent channels including thermal phonon 

signatures, and density-wave state evolutions. The coherent multiple-order nonlinear phonon excitation 

involving the zone-edge (K) acoustic phonon is visible as periodic high and low intensity modulations in 

the low fluence data set. c. Schematically reproduces the modal structure of the K-edge phonon from a 

previous study. d. Presents the baseline-subtracted transients from the main and superlattice structure 

factors, indicating phase-locking. e. Shows the Fourier analyses conducted to retrieve the coherent phonon 

frequencies. Adapted from Ref. 20 
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𝜉𝑒 = 5𝑛𝑚, which gives a transverse emittance of 5.7nm. This result agrees well with the value predicted 

by the theoretical simulation at the limit 𝑁𝑒 = 105 per pulse. Accordingly, the simulation also gives the 

longitudinal emittance of 5 nm3, which will allow the temporal resolution follow RF-optics compression 

well into sub-50fs. It is instrumental to point out the low-emittance pulse achieved at a high packing density 

here give a very high beam brightness at a single pulse level. The increased electron pulse brightness leads 

to better capability in discerning the structure dynamics over ultrafast timescale. To evaluate the 

corresponding boost in S/N to extract structure dynamics, we evaluate the signal floor presented in the 

diffraction contrast, we found the nominal noise level of 0.1% over the intensity of the charge density wave 

superstructure peak can be established to allow distinction of the multiple-order oscillations32. By applying 

the Overhauser’s formula33 for CDW structure factor 𝑆𝑄  ~ |𝐽1(𝑄𝑎)|2, the amplitude corresponding to this 

minimum distinguishing scale is estimated to be 10 femto-meter. For the temporal resolution, the RF 

compressed electron pulse has clearly reached the sub-100 fs resolution judging from the initial response 

time in the UED signatures. The phonon oscillation is shown in Fig. 4.11 d after baseline subtraction. On 

the other hand, Fig. 4.11e shows a minimum level convolution at 30 fs RMS to smear out the high 

harmonic signatures, which give a temporal resolution of 50 fs (FWHM). 

 

4.5 Summary 

In this chapter, we have explored the principles and advancements in RF compression techniques for 

ultrafast electron microscopy and diffraction. We began by introducing the basic mechanism of RF field 

compression and its role as a condenser lens in UEM systems. The impact of RF instabilities on temporal 

and spatial resolutions was investigated through simulations, highlighting the importance of precision 

control over the RF system. 

To address the challenges posed by RF noise and instabilities, we presented the development of a 

cascade RF control system. This two-level PID feedback control scheme synergistically reduces the noise 
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floor while ensuring long-term stability. The master feedback loop (PID-0) compensates for phase 

differences over the entire RF circuit, while the nested feedback loop (PID-1) employs a digital phase-

locked loop to suppress local phase noise. Through noise spectrum analyses and time trace examinations, 

we demonstrated the effectiveness of this cascade design in reducing the integrated RMS noise to an 

unprecedented level of 0.0053°. 

The performance of the upgraded RF control system was validated through experimental studies 

on mechanically exfoliated 1T-TaSe2 flakes. By evaluating the transverse and longitudinal emittances, we 

confirmed the delivery of high-brightness electron beams with a temporal resolution of ≈50 fs (FWHM) 

and a spatial resolution of 10 femtometers. The increased electron pulse brightness enabled the distinction 

of multiple-order oscillations in the diffraction contrast, showcasing the enhanced capability to discern 

structural dynamics over ultrafast timescales. The achieved 50 fs temporal resolution and improved spatial 

resolution is expected to open up new possibilities for investigating dynamic processes in materials at 

previously unavailable time and length scales. The enhanced precision and stability of the RF system, 

combined with the increased beam brightness, pave the way for more in-depth studies of ultrafast 

phenomena in a wide range of scientific fields. 
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Chapter 5 

Physics of Vanadium Dioxide Phase Transition 

5.1 Introduction 

Vanadium dioxide (VO2) has emerged as a prototypical functional material1–4 exhibiting a 

remarkable photoinduced phase transition linked to its structure phase transition (SPT) and 

insulator-metal (IMT). At elevated temperatures, VO2 undergoes a first-order phase transformation 

from an insulating monoclinic to a metallic rutile phase, accompanied by changes in optical5, 

electrical6, and magnetic properties7. The ability to induce this phase transition optically adds 

versatility to VO2. The photoinduced transition8–20 allows selective manipulation of VO2's 

properties, opening avenues for novel optoelectronic devices and advanced functionalities. This 

phenomenon has sparked research efforts to unravel underlying mechanisms and explore 

applications. In this chapter, the photoinduced phase transition (PIPT) in VO2 is studied via 

ultrafast electron diffraction (UED) and ultrafast differential optical transmittance (OP-TR) 

measurements, with a goal to provide information on the underlying mechanisms underpinning 

this cooperative phenomenon.  
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Figure 5.1. VO2 phase transitions. a. The schematic phase diagram of VO2. The layout of the 

structures highlights the vanadium atom distortions in the A and B sublattice chains (oxygen atoms 

are omitted) at different structural phases near room temperature: Monoclinic insulating M1 and 

M2 phases, and the metallic rutile (R) phase.   b. At 68C, a sharp change in resistance is observed, 

together with the hysteresis indicating a first order phase transition in the free-standing nanobeam 

sample. c. A first-order photo-induced phase transition occurring at a sharp fluence threshold 

determined via the electron diffraction monitoring the dimerized superlattice reflection (S1) for 

the single crystal free standing VO2 nanobeam upon illuminating with a near-infrared pulses. Panel 

a adapted from Ref21. Panel b adapted from Ref22. Panel c adapted from Ref23. 
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5.1.1 Equilibrium Properties of VO2.  

VO2 belongs to a class of highly versatile phase-change transition metal oxide (TMO) that exhibits 

complex phase diagram under a variety of controls, including varying temperature, pressure, 

chemical substitution, as well externally applied electric or magnetic fields24–26.  A particularly 

noteworthy characteristic of VO2 lies in its transition threshold (Tth ~68°C) being very close to the 

room temperature, hence prone to a variety of practical applications. A recent striking display of 

the precision in the property tuning is demonstrated in transition over the free-standing single-

crystal VO2 nanobeams both upon varying the specimen temperature22 and illuminating with laser 

pulses23; see Fig. 5.1b and Fig. 5.1c. By avoiding the phase coexistence under strain27, IMT within 

0.1-Kelvin precision for an upshoot of conductivity by 5 orders of magnitude has been 

demonstrated28,29. In the high-temperature state, the conducting VO2 has the rutile (R) crystalline 

lattice belonging to the space group P42/mnm, with the unit cell lattice constants aR = bR = 4.554 

Å, and cR = 2.851 Å30; see Fig. 5.2a. On the other hand, in the low-temperature state below 68°C, 

VO2 switches into the insulating monoclinic structure (M1) characterized by the space group 

P21/c. Here, along with the crystalline motif changes, within the unit cell the vanadium atoms 

undergo two types of antiferroic structural distortion along 𝐜R31 with  longitudinal V shift (~ 0.14 

Å) forming V-V pairs and transverse V shift (~ 0.18 Å) twisting the V atom along the V-O bond 

(away from 𝐜R32 ), which is either along the (110)R or (1-10)R directions in the two sub-lattice 

chains; see Fig. 5.2b. These local distortion results in a doubling of the unit cell, with aM1 = 5.752 

Å (the direction of cR), bM1 = 4.538 Å, cM1 = 5.383 Å, and a unit cell canting angle of 122.65°33; 

see Fig. 5.2a.   
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Figure 5.2. The crystalline structure motifs of VO2.  a. The VO2 structure in the R state. The 

arrows indicate the direction of movement of V4+ ions in M1 state compared to those in R state. 

The blue shaded area indicates the conventional M1 unite cell, which is double the size of the unit 

cell in R state.  Panels b and c show the two simultaneously running periodic distortion waves, the 

superposition of the two gives the M1 structure. d. A schematic plot depicts three V4+ ions’ 

positions along the cR direction, where the two order parameters 𝛿𝑟 = |𝑟𝑙| − |𝑟𝑠| and 𝛿𝜃 are 

defined based on the pairing distance and the twisting angle between the short and long V-V bonds.  

  



87 

 

5.2.  Single-particle Band Diagram and Discontents  

The band structure of VO2 has been theoretically calculated by considering the crystal symmetry34–

36. In the R phase, the coupling between vanadium atoms and their surrounding oxygen octahedra 

causes the splitting of V 3d orbitals into two bands. The lower band comprises the triply degenerate 

t2g orbitals (𝑑𝑥𝑦, 𝑑𝑦𝑧, and  𝑑𝑥𝑧), while the higher band consists of the 𝑒𝑔 orbitals (𝑑𝑧2 and 𝑑𝑥2−𝑦2). 

The 𝑒𝑔 orbital, pointing towards the oxygen ions, experiences a strong splitting into bonding and 

antibonding states due to the covalent interaction. Furthermore, owing to the edge-sharing 

arrangement of octahedra along the cR axis, the t2g orbitals undergo an additional splitting, resulting 

in two π bonding and antibonding states (𝑑𝑥𝑧 and 𝑑𝑦𝑧) with a larger energy separation, and a non-

bonding a1g (also called d//) orbital for 𝑑𝑥𝑦. In the rutile structure, both the π* and d// bands lie at 

the Fermi level, leading to the generic metallic behavior in VO2. However, within the band picture 

the quasi-1D V-V sublattice chains are subject to Fermi-surface instabilities derived from 

degenerate structures leading to spontaneous symmetry breaking. The low-temperature band 

structure, elucidating the insulating nature, was initially proposed by Goodenough34 based on such 

lattice symmetry considerations, where the M1 phase of VO2 was described as a Peierls insulator. 

Upon cooling to the M1 phase, the dimerization of vanadium atoms increases the overlap of the d// 

orbitals, splitting them into bonding and antibonding states. Moreover, the twisting of vanadium 

atoms towards the oxygen ions enhances the overlap between the t2g orbitals and the O-2p orbital, 

thereby raising the energy of the π* band. The splitting of the d// orbitals and the upward shift of 

the π* band collectively open a gap at the Fermi level, resulting in the insulating behavior observed 

in the M1 phase. This proposed band energy diagram is depicted in Fig. 5.3. 
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Figure 5.3. Molecular orbital energy diagram of VO2.  The diagrams depict the orbital state 

level spitting going from the high temperature metallic phase (bottom) to the low temperature 

insulating phase of VO2 (top). 

 

There have been substantive debates over whether the Peierls distortion alone might be 

responsible for the IMT by gauging the later-on established relatively large gap size (~ 0.7 eV) 

which is substantively larger than the expected value based on the electron-phonon coupling in the 

single-electron picture37. Many-body effects, including considering on-site Coulomb repulsion 

energy, is shown as essential, and by coupling the two effects the large gap size in 𝑑// bands might 

be accounted for 38–40. Alternatively, the strong electron-phonon coupling as derived by the d-band 

physics as a general argument for the strong cooperativity between SPT and IMT shown at the 

thermally induced phase transition as initially suggested by Paul and Hearn41,42. The strong d-

electron-phonon interactions alter the total d-electron energy in both phases. However, it will have 
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a greater effect in the metallic phase because of the greater state degeneracy at the Fermi level, and 

as a result, the more important consequence of softening the mode41. As such, it may be said that 

the greater entropy of the metallic phase, which then lowers the free energy at IMT, resulting in a 

stabilization of rutile, as the key elements that drives the transition42. The recent inelastic X-ray 

scattering study indeed show that nearly the entire phonon band soften at monoclinic to rutile phase 

transition43. This excess in phonon entropy effect may be the clearest evidence to support the 

cooperativity and the sharp 1st order transition nature of VO2 near room temperature. However, 

this macroscopic thermodynamic transition which necessitates long-range ordering, also clouds 

the microscopic picture of the d-band physics (Mott Hubble) and the relevant exchange 

interactions, which play a role in the large gap size. 

 

5.3 Many-body Effects in Insulator-metal Transition (IMT) 

Mott and Zylbersztejn proposed an alternative explanation based on electron-electron correlations 

in the d// states31. In the Mott picture, the strong interaction between electrons in the d orbitals is 

considered, where electrons need to overcome a strong on-site Coulomb potential to hop between 

sites44. If the kinetic energy of the electrons is less than this potential, they will be localized. In 

this case, the on-site Coulomb repulsion acts as an energy penalty for double occupancy of a site 

by two electrons with opposite spins, splitting the initially single d// band into two sub-bands, 

known as the lower and upper Hubbard bands. When the reduction in Coulomb repulsion by 

localizing electrons to avoid double occupancy on vanadium sites outweighs the decrease in kinetic 

energy from delocalization, the system exhibits insulating behavior due to the gap that opens 

between the occupied lower Hubbard band (LHB) and the unoccupied upper Hubbard band 
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(UHB)31. According to the Mott's model, in the rutile phase, the uncorrelated π* band effectively 

screen the electrons in the d//  band, leading to metallic properties. However, the upshift of the π* 

band and splitting of the d// band that occur during the SPT to the M1 phase remove this screening 

in the now filled lower d// band, opening the Mott-Hubbard gap and inducing insulating behavior. 

However, since there is one electron per site in Mott insulator, it is energetically favorable for the 

neighboring electrons to have opposite spins, thus forming an anti-ferromagnetic ordering, which 

is not observed in M1 structure VO2.  

Direct evidence indicating the M1-insulating ground states hosting strongly interacting 

electrons are from tuning Mott-Hubbard gap through doping and applying pressure to carry out 

bandwidth control45. Doping VO2 with higher valence cations, such as tungsten (W6+)46 or 

molybdenum (Mo6+)47, has been found to suppress the metal-insulator transition temperature and 

stabilize the metallic rutile phase down to lower temperatures. This is attributed to the increased 

electronic bandwidth from hole doping, which weakens the electron-electron correlations 

responsible for the Mott insulating state. Conversely, doping with lower valence cations like 

chromium (Cr3+)48 or aluminum (Al3+)49 tends to induce insulating behavior and increase the 

transition temperature by reducing the electronic bandwidth and enhancing correlations. Similarly, 

application of external pressure has also been demonstrated to significantly impact the phase 

transition in VO2. High pressures favor the higher-density metallic rutile phase, progressively 

suppressing the metal-insulator transition temperature50. This pressure-induced metallization is 

proposed to arise from the increased bandwidth and screening of the Coulomb interactions, 

destabilizing the Mott insulating state. 
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5.4 Photo-induced Phase Transition  

The photoinduced phase transition (PIPT) in VO2 has been a subject of investigation since 1994, 

when Becker et al. employed a 780 nm laser to measure the optical transmission and reflection 

change following the phase transition51. Despite extensive research efforts, the PIPT process in 

VO2 remains not fully understood, sparking numerous debates within the scientific community. 

One central open question regarding PIPT is whether the light induced VO2 phases maintain the 

same electronic and structure identities as those in a thermodynamic phase transition. A hallmark 

of the equilibrium transition as outlined in Fig. 5.1a is the simultaneous electronic and structural 

changes under chemical doping or by applying stress and varying temperature. While most 

arguments put forth about such cooperative IMT and SPT tie the insulating state with the M1 

crystalline motif, the Mott insulating ground state is found under a closely related monoclinic (M2) 

crystalline motif as well. Similarly, one could argue that within the rutile motif, excessively doping 

the system or imparting disorder, insulting property could emerge. In the various arguments for 

the interaction-mediated IMT45, it is the local V-V and V-O distances and structure distortion over 

the vanadium sub-lattices that provide the incentive for the spontaneous gap opening, rather than 

the crystalline lattices. These local perspectives prompt the possibility of observing a metallic state 

under a different crystalline motif other than the rutile structure. In other words, the cooperativity 

between the IMT and SPT might be broken in the nonequilibrium regimes. 

A recent attempt to carry out comparison between IMT and SPT using the same sample 

was carried out by Morrison et al. by UED measurements combined with separate optical 

transmittance measurements16. Based on the different transition thresholds determined for the two 

separate measurements, the authors concluded the existence of a metallic monoclinic (mM) phase 
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during the PIPT process in polycrystalline VO2 samples. Specially, in their experiments, the 

metallic phase as identified by the optical probe emerged when the fluence level just surpasses the 

25% of the threshold fluence set by the UED measurements (defined here as a 50% change in the 

detected structure order parameter). The utilization of percentage to describe the fluence is to 

ensure consistency across different measurements. The mM phase is characterized by a fully 

altered transmittance change accompanied by a low-level diffraction change, which lasts hundreds 

of picoseconds. In a separate work with THz probe to monitor the electronic phase transition17, a 

discrepancy in the speed among different diffraction peaks and various regions of the THz 

spectrum was observed, which the authors attributed to the rapid melting of the M1 structure and 

slower charge re-organization processes. This work has garnered attention in the scientific 

community, as the X-ray spectroscopy study indicates that the energy region at 530.5 eV, sensitive 

to structural changes, and the energy region at 529 eV, sensitive to conductivity changes, actually 

share the same fluence threshold52 at 400 ps, casting into doubt whether there is actually a 

decoupling between the IMT an SPT observed in the various PIPT experiments.  

There are a couple of reasons why it is very difficult to judicate the “cooperativity question” 

from comparing experiments obtained from different techniques or under different specimen 

settings. VO2, characterized by its first-order phase transition nature, exhibits a distinct transition 

threshold once the PIPT process is fully developed. However, due to the inhomogeneous 

distribution of lattice strain, a finite broadening in the transition threshold was often observed in 

the studies of single-crystal bulk specimens and polycrystalline thin film alike53, except for free-

standing nanobeams experiments8. The fluence threshold, defined here as a 50% change in the 

detected order parameter, has been reported to vary significantly across different measurements, 

leading to confusion. For instance, Morrison et al.16 investigated the PIPT process of 70 nm VO2 
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using transmission UED mode and observed the transition threshold based on superlattice peaks 

associated with the M1 state at fluence 25mJ/cm2, while Tao et al.23 studied a 31 nm sample and 

reported a 50% suppression of the same peak at a fluence of 7mJ/cm2. Without accounting for the 

thickness difference, this disparity in fluence amounts to 250%. However, when the thickness is 

taken into consideration, the difference based on considering absorbed energy density is reduced 

to 58%, which can be attributed to the geometry effect on the absorption coefficient, interference 

effect, inhomogeneous distribution of energy density, and thermal dissipation coefficient.  

It is important to note that the effective thickness is also significantly impacted by the 

probing angle. In the case of perpendicular probing (i.e., transmission mode UED), the sample 

thickness can be treated as the effective thickness, provided that the penetration depth for both 

pump and probe is sufficiently large. Conversely, for reflective measurements, even though the 

probe typically only interrogates the first few nm of the sample, the small incident angle results in 

a much larger effective traveling distance for both pump and probe, necessitating careful 

consideration of the effective thickness in this scenario.  

Moreover, it has been demonstrated that the critical fluence of VO2 is strongly influenced 

by the sample's temperature; the required fluence decreases with increasing sample 

temperature9,18,20,52. This bring forth the debate about whether IMT thresholds reported by the 

ultrafast optical techniques, which typically employed higher repetition rates, to be generally 

smaller than thresholds reported from ultrafast structure probes carried out under a lower repetition 

rate to be caused by this effect52. 
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5.5 Effective Medium Theory (EMT) for PIPT at 

Equilibrium Limit 

Our research effort is designed to clarify some of the compounding issues in VO2 PIPT research 

by carrying out the simultaneous characterizations of IMT and SPT using the ultrafast electron 

microscope platform, incorporated with an in-situ capability of ultrafast optical probe as described 

in Chapter 3 and Chapter 4. However, before going into the details of such measurements it is 

instrumental to discuss our methodology designed to isolate the effects from the specimen 

temperature, pump repetition rates and the impact from the varying strains posed by different 

specimen settings. For isolating the active fraction of the specimen undergoing PIPT, we developed 

a dual control parameter effective medium theory (EMT) to treat the data obtained under the 

general experimental conditions where the specimen temperature and the applied fluence (Fapp) 

were varied as control parameters to investigate the various regimes of PIPT. 

 

5.5.1 Formalism of EMT.  

I will first introduce this effective medium theory by considering a single-crystal system not under 

active stress, such as nanometer scale single-crystal beams or small crystals, in which the transition 

thresholds under temperature (Tth) and optical pumping (Fth) are well defined. As the EMT is not 

expected to apply over the short time, we consider the case at the long time where the system fully 

thermalizes as in the equilibrium scenario. As the photoexcitation eventually turns into joule 

heating of the specimen, we can unite the effects from varying temperature and laser fluence to 

describe the M1 to R transition, governed by the transition curve: 
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 ℑ(𝑇𝑖, 𝐹𝑎𝑝𝑝) = Θ(𝑇𝑖 − 𝑇𝑡ℎ
0 , 𝐹𝑎𝑝𝑝 − 𝐹𝑡ℎ

0 ),  (5.1) 

where Θ is the 2D step function, and 𝑇𝑡ℎ
0  and 𝐹𝑡ℎ

0  are the respective transition thresholds obtained 

in thermal induced and photo-induced phase transition experiments carried out with just a singular 

control parameter.  

Under the circumstance where the late stage PIPT turns into a thermally induced phase 

transition, one can turn Eqn. 5.1 into a simple equation with the identify where the energy deposited 

by the laser pulses 𝐸𝑎𝑏𝑠 becomes the source of heating that leads to a temperature increase by the 

amount 𝐸𝑎𝑏𝑠/𝐶𝑣, where 𝐶𝑣 is the heat capacity.  Equation 5.1 is then simplified especially when 

expressed in the normalized coordinates for the temperature (�̂�) and the applied fluence (�̂�): 

 �̂� + �̂� = 1, (5.2) 

where  �̂� ≡
𝑇−𝑇𝑡ℎ

0

𝑇𝑡ℎ
0 −𝑇0

 and �̂� ≡
𝐹−𝐹𝑡ℎ

0

𝐹𝑡ℎ
0 −𝐹0

.   

The boundary separating the M1 and R phase in the phase diagram (Fig. 5.4a) where both 

control parameters are active is now given by Eqn. 5.1.  In the joule heating scenario, the absorbed 

photon energy density is evaluated based on 𝐸𝑎𝑏𝑠 = 𝐹 ∙ 𝛾, where the ratio  𝛾 is given by 

considering the material’s optical absorbance R and the laser penetration depth. When the sample 

thickness (d) is smaller than the absorption depth, one simply arrives at 𝛾 = 𝑅/𝑑.  A slanted line 

– plotted with the thick black line – is derived for VO2 in this regime (where heat capacity 𝐶𝑣  is 

nearly a constant54 near T0). The joule heating scenario gives the threshold line a slope of 
𝛾

𝐶𝑣
⁄ . 

Away from this regime, one must consider the latent heat HL, which sets the lower bound of the 

fluence threshold F0, below which the temperature threshold remains at 𝑇𝑡ℎ
0  irrespective of the 

applied fluence.  
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Figure 5.4. The effective medium theory for 1st-order phase transition mediated by the 

temperature and the optical fluence effects.  a. The two-dimensional (2D) phase diagram 

separating the M1 and the R phases. The slanted threshold line (in thick black color) has a slope 

of 
𝛾

𝐶𝑣
⁄  given by equating the optical energy absorbed to the temperature rise. The horizontal dash 

line originated from F0 to 0 is given by the crystalline latent heat. Within this regime, the deposited 

energy does not lead to a suppression of temperature threshold Tth. b. SEM image of VO2 

polycrystalline thin film where the small grains in blue have a lower transition temperature than 

the large grains in red due to strain effect caused by compressive surface tension. c. The size 

distribution of nanocrystalline grains retrieved from SEM image.  The color code reflects the size 

effect in the transition temperatures over different grain sizes. The local transition curves are given 

in panel d. e. The weighting of three volume fractions changes at different initial temperatures but 

excited with the same fluence. 
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This joule heating scenario for the late stage PIPT can be tested experimentally. But before 

carrying out such measurements, one must consider that in practical setting the transition curves 

will be broadened by the lattice strain that inviably exist as discussed earlier. We define a clean 

case by experimenting on the small crystalline grains. The small sample size allows the strain to 

fully relax upon heating and withholding single-phase before and after transition with a sharp 

transition curve, as discussed earlier. Nonetheless, the experiments would typically be carried out 

employing a large ensemble of such small-grained samples, forming a polycrystalline VO2 film, 

which one can prepare via pulsed laser deposition55. Figure Fig. 5.4b give the scanning electron 

microscope (SEM) image of the samples we typically used. Based on the SEM image, the 

crystalline grain volume fraction distribution 𝑃(𝑠𝑔) is extracted and fitted with a Gaussian 

distribution; see panel c. In this case, we determine the mean gran size 𝑠�̅� to be 45 nm with a 

standard deviation 𝜎𝑠𝑔 of 11 nm.   

The transition threshold within each sample grain is determined by crystalline stress set by 

the surface tension. Such an effect is found in thermally induced phase transition. The sign of the 

shift is given depending on the stress is compressive (down-shift) or tensile (upshift) compared to 

the bulk system; see Fig. 5.1a.  We can assume such dispersion exists also for late-stage PIPT under 

the joule heating scenario. In such case, we can construct the unified transition curve based on the 

common probability function 𝑃(𝑠𝑔) established here: 

 ℑ(𝑥) =  ∫ 𝑃(𝑠𝑔)Θ (𝑥 − 𝑥𝑡ℎ(𝑠𝑔)) 𝑑𝑠𝑔
∞

0
, (5.3) 

where 𝑥 expresses either the temperature or the applied fluence. With 𝑃(𝑠𝑔) being depicted as a 

Gaussian, ℑ(𝑥) is broadened into an error function. The distribution function can be defined as a 

universal probability function in the normalized coordinates: 
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 𝑃(�̂� − 1) = 𝑃(�̂� − 1) = 𝑃 (
𝑠𝑔

𝑠𝑔̅̅ ̅
− 1). (5.4) 

This expression simplifies the calculation for EMT considering the dispersion of the 

samples. In particular, one asks in a generalized case when the temperature 𝑇𝑖  is tuned away from 

the reference point (T0) and a laser fluence 𝐹𝑎𝑝𝑝 is applied, what would be the volume faction in 

the entire ensemble that could undergo phase transition, when varying strain field exists in each 

individual grain. Septically, by applying Eqn. 5.4 one can evaluate three types of distributions: (i) 

the volume fraction pre-excited into the R phase 𝛼𝑅
0(𝑇𝑖), (ii) the volume fraction undergoing M1 

to R transition 𝛼𝑀1−𝑅
0 (𝑇𝑖 , 𝐹𝑎𝑝𝑝), and (iii) the volume fraction remaining in the M1 state  𝛼𝑀1

0 =

1 − 𝛼𝑅
0 − 𝛼𝑀1−𝑅

0 .  

This evaluation is easily carried in the normalized coordinates: 

 𝛼𝑅
0(𝑇𝑖) = ∫ 𝑃(�̂� − 1)𝑑

𝑇�̂�

0
�̂� 

 𝛼𝑀1−𝑅
0 (𝑇𝑖, 𝐹𝑎𝑝𝑝) = ∫ 𝑃(�̂� − 1)𝑑

𝑇�̂�+�̂�𝑎𝑝𝑝

𝑇�̂�
�̂� (5.5) 

 

5.5.2 Cooperativity between Thermally Induced and Late-stage Photo-

Induced Phase Transition.  

We are now ready to carry out key experiments attesting the assumption behind the EMT, which 

is crucial for us to address some open questions raised by the earlier PIPT studies. First, we 

investigate the interplays between the IMT and SPT to validate whether the cooperativity between 

the two would be verified in the late stage of evolution in PIPT.  The experiments are conducted 
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by measuring the structural and optical differential transmittance changes as we tune the laser 

fluence across the transition threshold. Here, the SPT is gauged via the normalized change in the 

intensity of the symmetry-breaking diffraction peak (302̅)𝑀1, or Δ𝐼(302̅)𝑀1, reflecting the 

population in the M1 phase. The transition onto the metallic phase is evaluated via the increase of 

the optical differential transmittance, or Δ𝐼𝑂𝑃−𝑇𝑅. To ensure thermal equilibrium in these results, 

the data points are collected at a late stage (t = 500 ps). The respectively determined transition 

curves ℑ𝑆𝑃𝑇(𝐹) and ℑ𝐼𝑀𝑇(𝐹) are presented in Fig. 5.5a.  The two curves agree exceptionally well, 

signifying the two transition channels are tightly coupled at the late stage of PIPT.   

 

5.5.3 The Validity of the Joule-heating Description for Late-stage PIPT 

The validity of using the joule-heating scenario for describing the late-stage PIPT process is tested 

by uniting the thermally induced and photo-induced phase transitions using the unified EMT given 

by Eqn. 5.2. We conducted experiments based on IMT using the optical probe. The respectively 

obtained transition curves ℑ𝐼𝑀𝑇(𝑇) and ℑ𝐼𝑀𝑇(𝐹) are plotted in Fig. 5.6b. Here, we align the two 

curves together by applying a scaling factor 𝜂 in the horizontal axis of ℑ𝐼𝑀𝑇(𝐹). The agreement 

between the two indicates transition curve broadening, as characterized by the respective Gaussian 

sigma 𝜎𝑇  and 𝜎𝐹  are introduced by the same effect, namely the impacts from inhomogeneous 

crystalline lattice strain apply to thermally and photo-induced phase transitions invariably. We 

determine in the case here 𝜎𝑇= 6.8 K and 𝜎𝐹= 1.8 mJ/cm2, which gives the scaling factor 𝜂 =
𝜎𝑇

𝜎𝐹
=

3.78 to carry out the collapse. We point out that governed by joule heating the slope for the 2D 

threshold line is connected to the conversion efficiency ( 𝛾 ) of laser into heat through the 

relationship: 𝜂 =
𝛾

𝐶𝑣
⁄ .  Hence, data collapse offers a different way for calibrating the optical  
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Figure 5.5.   Transition curves for VO2 IMT and SPT mediated by varying specimen 

temperature or applied laser fluence. a. The transition curve for IMT as characterized by optical 

differential transmittance in the PIPT experiments along with the transition curve for SPT obtained 

via tracking the intensity at the symmetry-breaking lattice reflection (302̅)𝑀1 characteristic of M1 

phase. These results are obtained at the late stage (t = 500 ps) to ensure thermal equilibrium. The 

coincidence of the results indicates the strong cooperativity between the two transitions. b. 

Correlation between the transition curves obtained independently via varying the control 

parameters: the temperature and the applied laser fluences. The two transition curves can collapse 

into one by aligning them with the respective transition thresholds and adjusting the fluence-

dependent curve with a scale factor 3.78.  
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absorbance. Specifically, the scaling factor is given by as described in Fig. 5.5a as. Here, we can 

give 𝛾 = 1.13 × 107  using the well determined 𝐶𝑣= 3.35 × 106 given by Ref. 54.  Meanwhile, an 

independent estimate by the transfer matrix using the optical constants of VO2 at the excitation 

wavelength 800 nm56 gives 𝛾 to be  1.38 × 106. The two values are indeed close. Based on this, 

we might conclude, in addition to other evidences, the joule-heating scenario is a valid description 

for the late-stage evolution of PIPT. 

 

5.5.4 Repetition Rate Dependence and the Evidence of Nonthermal 

Dynamics at Early Stage.  

Backed by the success of EMT for capturing the late-stage evolution of PIPT, we can now address 

more controversial issues reported in early experiments regarding reconciling varying PIPT 

dynamics carried out using different pump-probe repetition rates (frep).  Our controlled experiments 

were conducted at a fixed fluence F = 6.1 mJ/cm2 while frep is tuned from the 200 Hz up to 1479 

Hz. Importantly, the temperature response data [ℑ𝐼𝑀𝑇(𝑇)] reported in Fig. 5.5 for thermal 

transition can be employed here as a calibration to track the initial temperature of the system at 

different frep.  Indeed, we see, as shown in Fig. 5.6, when the repetition rate increases, a rise in 

negative-time optical transmittance is visible above 500 Hz. This, according to ℑ𝐼𝑀𝑇(𝑇) reported 

earlier, shows the steady-state temperature of the specimen has been raised to cause an increase in 

the pre-excited R state volume fraction 𝛼𝑅
0 (in small grains, or the blue region in Fig. 5.4 b and c). 

This is a result of residual heat as over an increased rate there is not enough time for the sample to 

cool down to room temperature before the next pump’s arrival57.  
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Figure 5.6. The repetition-rate dependent dynamics. a. shows the raw data of the transmittance 

change after VO2 being excited by 6.1mJ/cm2
 laser at different repetition. b. shows the dynamics 

after normalized by the volume fraction of the sample went through phase transition.  
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The residual heating effect causes the transition dynamics to differ greatly as shown in Fig. 

5.6a. The estimates of initial state temperature at different frep are given based on the temperature 

response data (Fig. 5.5). However, for data at 500 Hz, the shift in negative-time transmittance is 

un-detectable. To estimate its initial temperature, Newton's law of cooling is applied using the 

known temperature values at 200 Hz, 1 kHz, and 1.48 kHz, with the time window between pump 

pulses serving as the cooling time. In Fig. 5.6b, we show the dynamics after normalization by 

applying the volume fraction 𝛼𝑀1−𝑅
0  determined based on EMT. After the normalization process, 

in range between 10 to 500ps, the dynamics are the same even for different repetition rates. The 

success in restoring the nonequilibrium PIPT results owes largely to the success of evaluating the 

active regions to undergo a phase transition with EMT. We however note that at the highest frep 

some common features seen at lower frep cannot be reproduced, suggesting evidence of irreversible 

effects other than the residual heating may be present.   

The results present here not only validate EMT for evaluating the active population based 

on the dynamics at the late-time near-equilibrium regime but also demonstrates that the IMT 

dynamics over the non-equilibrium timescale driven by the same laser fluence are ubiquitous and 

show no size dependence. This is in sharp contrast to a thermal transition. The loss in the 

correlation to the crystalline strain field at the early stage of evolution laid the foundation for 

studying nonequilibrium dynamics that are governed by a different physical mechanism. We fully 

expect, with the entropic effect not yet enforced by thermalization, the key ingredients that unite 

the SPT and IMT may be missing. As a result, we might expect the SPT and IMT to deviate from 

each other, establishing respective transition thresholds. Such topics will be explored in Chapter 

6.  
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Chapter 6 

Nonequilibrium Physics of VO2 Phase Transition 

6.1 Introduction 

In Chapter 5, I have discussed how the PIPT manifests at the late stage that can be conveniently 

united with the thermally induced phase transition for VO2. Along this line, we have confirmed the 

cooperativity between the IMT and SPT are well maintained in the establishment of a thermal 

phase.  Such conclusions form the basis for effective medium theory (EMT). The success EMT to 

explain our repetition-rate-dependent results then leave dynamics at earlier stages that do not fall 

under EMT as nonthermal. Among the unresolved issues, the most debated one is whether the 

transient or even long-lived monoclinic metallic (mM) phase1–4, does appear in the process. While 

its presence in systems with energy and particle flows is widely reported5–9, the persistence of mM 

lasting into the thermalized stage has been a topic of open discussion. However, the issue might 

be ill-posed without clarifying what mM phase stands for. Normally, for the equilibrium states, the 

symmetry group of a crystalline phase mainly concerns the preservation of atomic positions within 

a unit cell under symmetry operation. However, in nonequilibrium states, it is possible to maintain 

the average lattice parameters that define the crystalline motif for the underpinning lattice while 

the system undergoes structural phase transition, with the notable example of CDW formation. In 

such cases, one defines the structure phase transition based on order parameter given by the local 

distortion before and after the transition.  

Here, we will take this view for the most general scenario describing the nonequilibrium 

VO2 structure phase transition. It should now be evident that due to the inherent inhomogeneous 
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development during PIPT, obtaining the local atomic distortions form an evolving VO2 system is 

not always easy. For this reason, the local atomic routes towards VO2 phase transition remains a 

topic of ongoing debate, with multiple pathways proposed in the literature. Through analysis of 

the diffraction intensity change in reflection mode, Baum et al. suggested that VO2 undergoes a 

de-dimerization process within 1 ps, followed by de-twisting over the subsequent 10 ps, and finally 

experiences unit cell relaxation for more than 200 ps10. In contrast, Li et al. presented a different 

atomic pathway based on their UED experiment, in which VO2 undergoes both de-dimerization 

and de-twisting concurrently within the first 4 ps, followed predominantly by de-dimerization up 

to 800 ps11. Furthermore, Xu et al. conducted experiment via MeV UED and proposed yet another 

atomic pathway4, concluding that the loss of twisting and dimerization occurs entirely within the 

first 200 fs, with unit cell relaxation taking place at 5 ps.  

As in the studying of thermodynamical phase transition in bulk VO2 samples, a challenging 

aspect to interpret local structural changes from the scattering probes is the local variations of 

transition thresholds leading to the phase coexistence at different regions and an extended 

transition curve at the transition threshold 4,11–14. While most experiments focus on the diffraction 

peak intensity or position changes, which provide information on the averaged atomic movement 

across the entire sample region, recent X-ray diffraction studies15,16, leveraging the high beam 

brightness from free-electron-laser-generated X-ray, have indicated that even though the final state 

exhibits an R structure on average, the local atomic pathways of vanadium atoms may differ 

significantly from the average behavior. These findings suggest that the PIPT process in VO2 may 

involve more complex and heterogeneous14 atomic motions at the local scale, which are not 

captured by the averaged structural information.   
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One key hanging question among these latest studies lies in how the electronic property 

will then correlate with the heterogeneous atomic motions at the local scale. In this chapter, I will 

delve into our approach to study nonequilibrium dynamics of VO2 phase transition. Our approach 

includes more controlled study following the nonequilibrium dynamics starting from the 

incubational subthreshold regime to the highly excited regime that manifests in different physical 

mechanisms. Importantly, to piece together the physics of electronic transition and the atomic 

motions at the local scale, we put together a simultaneous dual-probe approach uniting the UED 

and ultrafast optical measurements in the electron microscope platform.  

 

6.2. Multi-Messenger Investigations of VO2 Phase Transition 

Here we will describe the experimental setups and intricate details regarding the unification of 

ultrafast electron diffraction and optical differential transmittance measurements carried out to 

probe the ultrafast nonequilibrium dynamics of VO2 phase transitions.  

 

6.2.1 Dual-Probe Experiment Setup  

Our experimental setup is designed to perform in-situ measurements to correlate the atomic 

movement and material’s electronic responses. As the atomic movements may be complex and 

subtle, requiring specific arrangements to probe with high speed and precision, simultaneous 

structure and optical measurements at the same speed and high precision have not been 

accomplished thus far. To achieve that, a dual-probe detection system is constructed in the MSU 

generation-I ultrafast electron microscope (UEM-I), as shown in Fig. 6.1, where we recently 

upgraded its condenser RF-optics control to reach 50 fs resolution in carrying out UED (see Ch. 

4) that matches the typical resolution of the optical probe (also of 50 fs considering the pump-
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probe wavefront mismatch). Here, an 800 nm, 30 fs probe laser beam was employed to conduct 

the ultrafast optical differential transmissivity (OP-TR) measurements. The setup thus enables the 

tracking of the IMT process along side with structural characterizations carried out by UED.  

 

 

Figure 6.1. The due-probe setup in the generation-I ultrafast electron microscope system at 

MSU. The dual-probe setup is used to track simultaneously the light-induced changes in the 

structure and the optical conductivity through measuring the electron diffraction and optical 

transmittance signals through the thin-film specimens.  

 

To ensure the coincidence, first the beam paths of the optical probe were adjusted such that 

the arrival time difference between the optical probe and the electron probe was within 150 fs. The 

remaining arrival time difference was compensated guided by correlating the optical and structural 

responses in a consistent way over a broad range of fluences. Typically, at a relatively high fluence 



114 

 

the signatures for simultaneous structural and optical changes can be identified clearly within 50 

fs resolution. The probe beam fluence was reduced to less than 10 μJ/cm2 to avoid any probe-

induced changes to the system. To minimize the residue heating on the sample, the experiment 

was conducted at 200Hz repetition rate.  

 

6.2.2. Information Channels from the Structural Probe 

Below, I describe the information channels offered by UED data to obtain the corresponding local 

atomic and the average crystalline motif changes. Our UED experiments were conducted using 60 

keV electron pulses optimized to a relatively high coherence length to resolve the fine features 

presented in the powder diffraction of our VO2 samples given Fig. 6.2. From the symmetry-

breaking perspective, the local anion movements as characterized by δθ, δr that couple to thermal 

M1-to-R phase transition, may be regarded as the order parameters to discern in the diffraction 

pattern. Specifically, the local structural distortions lead to a doubling of the unit cell vector along 

the cR axis, resulting in a new set of reflections that can be identified within the rutile Brillouin 

zone. These peaks can be identified by the "odd" integer number index along aM1 (which is the 

axial direction in M1). For example, in the powder diffraction (Fig. 6.1), reflections (302̅)𝑀1, 

(122̅)𝑀1 and (313̅)𝑀1 are such symmetry-breaking peaks. On the other hand, to track the more 

subtle effect of the anion movement in the basal plane, we rely on reflections with high index 

number along aR and bR and a low index number along cR. However, this proves to be more difficult 

for powder diffractions, as such peaks, not symmetry-breaking in nature, typically lie very near 

high intensity reflections of the rutile lattice. Reflection (012)𝑀1is one such Bragg peak located 

very near the rutile (002)𝑅 and largely indistinguishable in prior work. Our effort in improving 

the resolution in the current study enables resolving such subtle reflections; see Fig. 6.1. The 
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usefulness of including (012)𝑀1 along with other symmetry-breaking reflections in our analyses 

is the near orthogonality of the two informative channels: the transverse displacement (δθ) and 

longitudinal displacement (δr) of the zigzag chain encoded de-pairing in (012)𝑀1 and (302̅)𝑀1. 

This near orthogonality is shown in the conversion between the intensity changes (Δ𝐼(012)𝑀1, 

Δ𝐼(302̅)𝑀1) and the distortions (δθ, δr), given in Fig. 6.3. Specially, given Δ𝐼(302̅)𝑀1 exclusively 

depends on δr, one can figure out the paring distance change based on Δ𝐼(302̅)𝑀1  alone. By 

combining high-fidelity information from  Δ𝐼(012)𝑀1  and Δ𝐼(302̅)𝑀1 , the twisting angle 

variation can be retrieved with confidence; see Appendix I for details.  

Meanwhile, to retrieve the evolution of the crystalline lattice parameters, we reply on the 

time-dependent shift in the relative positions of Bragg reflections at 𝐆𝐡𝐤𝐥 given by: 

𝐆𝐡𝐤𝐥  =  ℎ𝐛𝟏  +  𝑘𝐛𝟐  +  𝑙𝐛𝟑.    (6.1) 

The rearrange of the crystalline lattice unit vectors {ai}, where i=1,2,3, are given by following 

the corresponding shift in 𝐆𝐡𝐤𝐥 based on the reciprocal relationship: 

𝐛𝒊  =  2𝜋 (
𝐚𝐣 × 𝐚𝐤

𝐚𝐢 · (𝐚𝐣 × 𝐚𝐤)
) 𝜀𝑖𝑗𝑘.    (6.2) 

More details regarding how the lattice constants are retrieved based on UED are given in Appendix 

I.  
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Figure 6.2. Structure dynamics of VO2 probed by ultrafast electron diffraction. Top panel 

shows diffraction pattern for VO2 after excited by 13.6mJ/cm2 laser at first 300ps. The bottom 

panel shows the background removed view zoomed in for region with most obvious intensity 

change. the inserted panel shows two lattice plans, where their corresponding diffraction peaks, 

(012)𝑀1 exclusively tracks atoms movement in the basal plane, and peak (302̅)𝑀1 mostly tracks 

atoms movement in the pairing direction. 
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The data presented in Fig. 6.3 show the notable intensity changes at the “symmetry-

breaking” reflections. Noticeably, here phase transformation, as given by the normalized intensity 

change at t = 2.5 ns using the negative-time (t = -1 ps) intensity as the reference, the normalized 

intensity  Î(012)𝑀1 increases from 1 to 1.527 whereas 𝐼(012)𝑀1 decreases from 1 to 0. These 

changes align well with the results from the thermally induced M1-to-R phase transition as 

reported in Fig. 5.5 

 

 

Figure 6.3. Retrieval of local structure from ultrafast diffraction signals.  Right panel shows 

peak strength for (012)𝑀1 and (302̅)𝑀1 calculated from given order parameter in the left panel. 

The diffraction intensity is plotted with normalization, where κ = 1.527  from the (012) peak 

intensity changes at phase transition. 
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6.2.3 Information Channels from the Optical Probe 

 

Figure 6.4. Ultrafast optical measurements on VO2. a. Reflectivity changes from 500nm to 

700nm after weak laser perturbation and b. After laser induced phase transition. Adapted from 

Ref17. 

 

Ultrafast optical techniques have been employed as a primary probe for the transient electronic 

structure changes in the studies of VO2
18,19

.  Here, we apply the 800 nm near-infrared probe with 

phonon energy of 1.55eV to investigate IMT.  Early results show a correlation between VO2 IMT 

and the disappearance of a distinct peak between 0.8 eV and 1.1 eV20. This reduction of 1eV peak 

was attributed to the unsplitting of the 𝑑// band  around the Fermi level20–22. As such, it is expected 

that the transmissivity changes probed by a mid-to near-infrared wavelength probe could better 

reveal the changes in the free-carrier density associated with 𝑑//  -band closing20. Conversely, 

shorter wavelengths probe the transition of electrons between the O-2p and V-3dπ states, which 

exhibit little change during the phase transition. This picture was corroborated in ultrafast 
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reflectivity measurements17, which is reproduced here in Fig. 6.4, where an increase in the probing 

wavelength from 500 nm to 700 nm resulted in not only a larger change in reflectivity but also the 

disappearance of the signatures for phonon oscillations. This indicates that the intensity changes 

at even longer wavelengths, such as 800 nm (employed here), may serve as a more sensitive probe 

to characterize transient band-edge dynamics relevant to IMT than the shorter wavelength probes.  

 

6.3.  Signatures of Nonequilibrium Electron Dynamics and 

Corresponding Structural Changes 

The dual-probe ultrafast measurements focus on the transient state evolution from the ultrashort 

timescale to the intermediate timescales, which are ubiquitous across different crystalline grains. 

Such dynamics, as revealed in our repetition-rate-dependent investigation, show several distinct 

features in the optical conductivity (Fig. 5.6), rendering the IMT process in the nonequilibrium 

regime differs in a significant way from those carried at the thermalized stage. The distinct features 

include a short-lived state with transient metallicity dominated by the hot carriers, created upon 

photoexcitation in largely untransformed (namely M1) region by inter-band transition (from 𝑑//  

band to delocalized orbitals). The hot carrier state would decay rapidly given the sub-ps electron-

hole recombination generally expected within the insulating ground state. Second, the dynamics 

at the intermediate times (up to several hundred ps) give the linear log-time response, which is a 

signature of metallic domain growth, Such dynamics would eventually lead to a transformation of 

the entire M1 grain into the R state, in population 𝛼𝑀1−𝑅 selected by EMF. Interestingly, the linear 

log-time behavior is an indication of universal dynamics in the percolation of the metallic puddles, 

subject to the dimensionality of the active system. Finally, between the rapidly relaxing hot carriers 
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and the formation of R domains, the optical conductivity is substained by an intriguing 

intermediate metallic state, characterized by its much larger decay time typically several ps or 

longer. Such dynamics is associated with polaron formation, which is not surprising as small 

polaron effects have been well discussed in the transport studies across transition-metal oxide 

materials23. Here, the enhanced optical conductivity reflects how an activated polaron can 

delocalize driven under nonequilibrium condition – a topic will be further discussed below.  The 

general assignments of the three dynamical channels are given schematically over three distinct 

timescales of evolution, as presented in Fig. 6.5. 

 

 

 

Figure 6.5. The main active dynamical channels contribute to the general dynamics at the 

nonequilibrium timescales.  
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6.3.1 Correlation Between Optical and Diffraction Data  

Here, with the dual probe, we follow such general features at the nonequilibrium timescales over 

a broad range of laser fluences. We confine the frep to 200 Hz to avoid residual heating effect. The 

results depicted in Fig. 6.6 build on the optical conductivity to show the general trend of evolution.  

Based on the characteristic timescales for distinguishing the three dynamical channels, we outline 

their most active regions by the color codes. Notably, the hot carriers are shown as the most 

dominant channel at low fluences when the system over the short timescale remains largely in the 

insulating ground state. Its relative contribution wanes as the fluence increases. On the other hand, 

the formation of polarons, which coexist with the hot carriers initially, will persist into longer 

timescales. This is shown in the green colored region with continuing growth of such contribution 

to the optical conductivity as the fluence increases. Finally, the metallic domains, distinguished by 

their linear log-time growth process, is the most distinguishable channel of growth. Formation of 

metallic puddle is not instantaneous, marked by a varying onset time. Notably, upon increasing in 

fluence, the onset time moves to an earlier timescale as the dynamics pick up speed.  

It is essential to point out, as argued on the grounds of EMT, the general nature of such 

ultrafast dynamics is independent of the strain field being present. Since the strong cooperativity 

between IMT and SPT and their distinctive joint transition threshold subject to tuning under stress 

are the hallmarks of thermally induced phase transition, we expect a new organizing principle 

emerges here at the ultrashort and intermediate times. The non-joule heating characteristic is most 

evident by the observation of a distinct “density dependence”, namely a clear cut-off in fluence 

that makes the system as being an insulator or a conductor, even before the embryonic R domain 

is introduced. A clear-cut fluence based on the differential transmissivity development trend, e.g. 

the differential transmissivity switches from being negative to positive, can be spotted at FC~ 4.5 
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mJ/cm2. We note, give the large scale shift in conductivity (up to serval orders of magnitude) in 

the fully developed R phase, which corresponds in totality a 33% change, the few percentage 

variation witnessed at the transient times is a significant IMT switching to drive an optical device 

performance; see Refs.24 and25  for examples.  

 

 

Figure 6.6. Fluence-dependent optical differential transmittance dynamics.  The three main 

dynamical channels given by the hot carriers, polaron formation, and the metallic domain growth 

are identified based on their characteristic dynamical signatures in different colors.  
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We must turn to the corresponding structural changes as identified by UED to corroborate 

our understanding of the elementary optical responses represented by the three dynamical 

channels. This is especially important for the assignment of the intervening polaronic state 

underpinned by the dressed photoexcited hole populations. Additionally, the growth of the rutile 

metallic domain across the system, permitted under the stress regulation should be detected by 

UED. The impact on the structure dynamics by hot carriers remain an intriguing subject for 

correlated electron materials.   

We first present the results given by the two order-parameter-informing reflections (012)𝑀1 

and Δ𝐼(302̅)𝑀1, as shown in Fig. 6.6 as an exemplary case. The data ae plotted in normalized 

intensity changes Δ𝐼(012)𝑀1, Δ𝐼(302̅)𝑀1 , which directly inform the dynamics of δθ, δr (see Fig. 

6.2) that are driven under the applied fluence of 6.1 mJ/cm2.  By assuming linear response, the 

despairing and detwisting are correlated with the gap dynamics – especially intensity signal from 

Δ𝐼(302̅)𝑀1  are relevant to the splitting of d// band. Such phenomenon is typically driven by the 

competition between on-site Coulomb energy and the itineracy altered with the V-V bond distance 

changes mediated by the strong d-electron-lattice interaction. Meanwhile, from change in 

Δ𝐼(012)𝑀1 the impact from the shifting alignment between the O-2p and V-3d orbitals informed 

by the twisting angle can be evaluated.  

The respective effects are tracked here based on the comparing the two structural modalities, 

give by Δ𝐼(012)𝑀1, Δ𝐼(302̅)𝑀1 with the observed optical conductivity given by Δ𝐼𝑂𝑃−𝑇𝑅. A high 

level of positive correlation between a specific structure dynamics and optical conductivity would 

infer whether the d//-band unsplitting or the V-O hybridization is more directly responsible for 

inducing ultrafast IMT.  We designate the dynamics pertaining to hot carriers, polarons, and 

metallic domains as channels A, B, and C. The comparison is carried out by fitting the data with 
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the three channels described by the dynamical models to capture the respective relaxation times 

given by: 

 𝐴(𝑡) = 𝑒
−𝑡

𝜏1Θ(𝑡),  

 𝐵(𝑡) =
𝜏3

𝜏2−𝜏3
(𝑒

−
𝑡

𝜏1 − 𝑒
−

𝑡

𝜏2), (6.3) 

 𝐶(𝑡) = 𝑐0 (
𝑡−𝑡𝑜𝑛𝑠𝑒𝑡 

𝜏4
+ 1)

𝑑/2

Θ(𝑡 − 𝑡𝑜𝑛𝑠𝑒𝑡 ) ,  

where the three channels are combined with individual weighing factor , ,  :  

 Δ𝐼(ℎ𝑘𝑙)𝑀1 = [𝛼 𝐴(𝑡) + 𝛽𝐵(𝑡)  + 𝛾𝐶(𝑡)].    (6.4) 

to compare with the results.  

The trend of the fluence dependence in the optical signals contributed by the 3 channels are 

evaluated via fitting. We find, based on fitting the results in Fig. 6.7 given for the general survey, 

there is almost no variation regarding the hot carrier relaxation time τ1 = 1 ps (here the rise time of 

hot carriers are within the resolution limit of 50 fs). Similarly, the polaron formation and relaxation 

timescales are generally determined to be τ2 = 0.3 ps and τ3=8.6 ps, for fluence between Fc and 

Fth. Meanwhile, the characteristic time scale for the metallic domain growth (τ4) given by channel 

C varies significantly. Here, we define 𝑐0 as the initial domain size and 𝑡𝑜𝑛𝑠𝑒𝑡 as the incubation 

time for the growth with exponent d/2, where d is the dimensionality for the domain growth.  These 

modelled dynamics are convoluted with the response function, modeled as a Gaussian with 

FWHM of 50 fs, to take into account the finite resolution of the probe.  It is intriguing to point out 

the dynamics associated with the domain growth throughout F> Fc are well captured with an 

exponent ½. This suggests the domain growth follows universal dynamics with d=1. The only 

relevant length scale is given by the correlation length 𝜉 = √𝐷(𝑡 − 𝑡𝑜𝑛𝑠𝑒𝑡) , where D is the 

diffusion constant26.  
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Figure 6.7. The three-component fitting carried out for diffraction signals from (𝟑𝟎�̅�) and 

(𝟎𝟏𝟐) reflections obtained with UED. 
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Based on the retrieved timescales given by fitting the optical data, we can now identify the 

respective channel contributions in the structure dynamics along the two order parameters. The 

results are presented in Fig. 6.7 where the distinct difference in the values for 𝛼, 𝛽 and 𝛾 retrieved 

from the UED are detected. Interestingly, we identify the basal plane dynamics, as informed 

exclusively by Δ𝐼(012)𝑀1, are sensitive to the hot carrier dynamics, whereas little change can be 

observed over the axial dynamics given by Δ𝐼(302̅)𝑀1. This distinction is intriguing given the 

large photon energy (1.55 eV) for such excitation.  A rational explanation can be rendered by 

arguing that the 1.55 eV optical excitation could already access the unoccupied hybridized V3d-

O2p anti-bonding orbitals impacting the twisting angle. Yet, the larger level of sensitivity shown 

in the axial V-V distance change implies the hot carrier generation does relatively little to alter the 

d//-electron-lattice coupling. Instead, the main effect is seen in the polaron formation directed along 

Δ𝐼(302̅)𝑀1 , but not along Δ𝐼(012)𝑀1 .  These complementary responses from the two order 

parameters thus point to the polaronic effect, caused by charge screening of the photo-excited d-

holes, is carried out by the d//-band electrons that shifts the local d//-electron-phonon interaction. 

Over a longer time, the metallic puddles are formed and couple to both detwisting and despairing 

channels.  

 To evaluate the relative contributions to the metallicity, the relative 𝛼, 𝛽 and 𝛾 values are 

compared. We find the ratios of 𝛾  between the optical and the two structural channels remain 

constant across all fluences above Fth. Furthermore, the agreement between the two structure 

channels and the optical signal from the intermediate period to the eventual R phase are excellent 

after applying the scaling factor, given by the 𝛾 ratio. This confirms that the local metallic puddles 

already exhibit the thermal R phase characteristics as they percolate into larger and larger domains. 

However, a different scaling factor needs to be applied to the shorter timescale to match the optical 
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data to Δ𝐼(302̅)𝑀1, which is dominated by polaronic state. No good match between the optical 

data and Δ𝐼(012)𝑀1 can be carried out on the short timescale. The excellent agreements during 

these two stages of evolution can be found by applying the same two scaling factors values across 

all applied fluences above Fc; the detailed results are given in Appendix II. The remarkable 

agreement between the optical signal and the UED data over the two stages of evolution across a 

broad range of fluences is a strong indication that distinct but different phases are developed at the 

short and longer time periods.  

 

6.3.2 Ultrafast IMT: the Formation of Monoclinic Metallic State  

We present the case for ultrafast IMT accompanied by structural transformation from the M1 to 

the polaronic state. Such dynamics is best depicted in the higher fluence regime, given in Fig. 6.8, 

where we present the optical transmissivity data along with the two structural modalities.  WE note 

the different scaling factors applied to match the optical data between the two structure modalities, 

and in the long and short times, At these two high fluences, the agreement between Δ𝐼(302̅)𝑀1and 

differential optical transmissivity is particularly noteworthy. We note the Δ𝐼(302̅)𝑀1  caries 

exclusively the depairing dynamics, whereas  Δ𝐼(012)𝑀1is informative of the detwisting with a 

limited sensitivity to depairing, It is thus evident that as one pushes the fluence pass Fth, a new 

nonthermal IMT route is well established at short time, by the system achieving degeneracy in the 

V-V bond order, leaving the zigzag features largely untouched. It is important to point out that 

twisting alone is sufficient to maintain the lattice doubling characteristic, sustaining the larger 

monoclinic unit cell. Hence, we may ascribe the new transient monoclinic state with unpaired 

zigzag sublattices has obtained the metallic state status and may be legitimately referred to as the 

monoclinic metallic state.  
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Figure 6.8. Direct comparison of the dual-probe results at two different fluences.  a.  The 

dynamics obtained at F=11.5 mJ/cm2. The plot is organized to highlight changes over the short 

and the long timescales that are separated by the matching factors to correlate the Δ𝐼(012)𝑀1, and 

the optical differential transmittance signals to Δ𝐼(302̅)𝑀1.  Notably, a larger factor is needed for 

the matching of optical data at the short timescale.  Given the disparity between two diffraction 

data, no attempt to match the short time data from Δ𝐼(012)𝑀1  and Δ𝐼(302̅)𝑀1 . b. Similar 

dynamics presented for F=9.0 mJ/cm2 without changing the matching factors.  
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We now corroborate this observation by analyzing the mean lattice parameters using the 

information from the position of the main Bragg reflections. The results are given in Fig. 6.9 based 

on the dynamics obtained under the fluence of 13.64 mJ/cm2.  Following the protocol given in Sec. 

6.2.1, we retrieve the lattice constants at 1.7 ps, 450 ps, and 2.5 ns. Here, we compare the transient 

lattice motif with the static unit cell structure for M1 and R phases, which are depicted using the 

black dashed box and the red dashed box respectively. The unit cell distances are given for the cR 

and bR directions; the change in a is not shown given the twofold degeneracy in the unit cell length 

along the aR and bR directions for both M1 and R structures. We take the assumption that this 

degeneracy within the basal plane will not be broken during PIPT in our analyses and we report 

the lattice evolution for unit cell lengths along cR and bR directions. The lattice constants for M1 

and R states are marked using the data reported for the bulk single-crystal M127 and R28 systems. 

They serve as valuable reference points given the scope of lattice strain variation, informed by the 

scale of transition curve broadening, is no more than 0.4%. We note that the near equilibrium 

structure at the very late stage (t= 2.5 ns) does develop a very similar crystalline motif as that of 

the thermal R phase treated based on the percentage change from the initial state taken as with the 

canonical M1 motif; see the data at 2.5 ns where PIPT result give nearly identical a, and c 

compared to the quoted lattice constants for R phase. It is interesting to point out that even at a 

fluence as high as 13.64 mJ/cm2, the unit cell does not significantly deviate from the initial 

crystalline motif (M1) as late as 450 ps – a timescale where the local structures based on the 

intensity data points are fully relaxed into those characteristic of the R phase, namely untwisted 

and unpaired. From structure dynamics perspective, the symmetry recovery proceeds at much 

faster pace at the local level than those occurring to reduce the crystalline motif to the symmetric 

phase. 
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Figure 6.9 VO2’s unit cell motif changes at selected time after excited by 13.64mJ/cm2
 laser.  

 

6.4. The Evolutionary Nature of VO2 Phase Transition 

Based on the structure analyses provided above, we may confidently proclaim indeed the 

establishment of the long thought-after monoclinic metallic state, serving as the doorway state for 

ultrafast nonthermal IMT. As the dynamics described in the nonequilibrium regime is ubiquitous, 

as opposed to the thermally mediated regime subject to the regulation by local strain, the result 

indicates a transformation of the underlying physics from the nonequilibrium to the equilibrium 

regimes. Such transformation carries the key to understanding the fundamentally competing 

physical mechanisms at play but are obscured in the thermal transition where larger fluctuations 

in the lattice field may obscured the interaction-mediated driving force behind the phase transition. 
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We are now trying to reconcile how the entire system evolves from the nonequilibrium to 

the equilibrium regimes. As pointed out earlier, during the nonequilibrium transition, all the 

untransformed region – not restricted to the just portion (𝛼𝑀1−𝑅
0 ) ruled by EMT, can be propelled 

into a new metallic state. Nonetheless, there is a natural selection step, where the effect of local 

strain kicks in, to decide which population will continue to make its way towards R and which will 

not. The basic idea behind this is schematically depicted in Fig. 6.10, where all three local phases: 

M1, mM and R are depicted, differentiated by the colors: blue, purple, and red. Irrespective of the 

grain size, upon photoexcitation, the mM state quickly developed around the photo-doped regions. 

Structurally speaking, the mM state is an intermediate phase between the canonical M1 and R 

phases with all of its sublattice chains depaired while maintaining the twisting. Interestingly, this 

reminds us another intermediate phase M2, where 50% of its sublattice is similar to mM, while the 

other 50% has the opposite fully detwisted structure but maintaining the dimerization with even 

larger pairing distance 29. The M2 phase is a prototypical Mott insulator.  

The evolutionary process for these competing states can be described by their respective 

population dynamics, irrespective of fluence applied, the dominant mM caries the metallicity 

initially must be either eventually be absorbed back to the background M1 lattice or be superseded 

by the thermal metallic R puddle formation as such new phase gains weight from the percolation 

process. This natural selection must take place at the intermediate stage where there is a complex 

coexistence of the two local states. Several pieces of information come together to illustrate this 

by examining the ensemble averaged differential optical signals, specially by looking back at the 

dynamics from the standpoint of thermal phases by evaluating the transient populations of the three 

active states. Taking the results from Fig. 6.8a, as an example, the entire system here under the 

fluence of 11. 6 mJ/cm2 (>> Fth) will eventually be transformed into the R phase, but at the ultrafast 
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period (t <1 ps) it is entirely in the mM state. We can gauge the population dynamics of the two 

transient states mM and R, denoted by 𝛼𝑅
∗ (𝑡) and 𝛼𝑚𝑀

∗ (𝑡). Under our experiment condition, 𝛼𝑚𝑀
∗  

start as 1, namely all the initial population of M1 are promoted into mM state under this relatively 

high fluence. However, even at this full occupancy, the level of optical conductivity gained from 

de-pairing all sub-lattice chains is ~ 65% of what can be accomplished in a thermal phase 

transition, where both δθ and δr are fully relaxed – which is not insignificant considering the orders 

of magnitude changes represented by thermally mediated switching. The transition from mM to 

metallic R phase starts off by gaining de-twisting in the mM state, reflected in the Δ𝐼(012)𝑀1 (gray 

symbols). The data shows the three dynamical channels merge into one over the timescale of ~ 10-

15 ps. From 2-10 ps, the system is in a state of complex coexistence. After 15 ps, the entire 

dynamics can be characterized by thermal nucleation growth. 

 

Figure 6.10. The evolutionary process of insulator-metal transition going from the 

nonequilibrium to the equilibrium regimes. 
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Based on the population dynamics, we can apply the concept of EMT into the 

nonequilibrium regime. This time, via tracking the active 𝛼𝑚𝑀
∗ (𝑡) – the population of mM state at 

the short time, and 𝛼𝑅
∗ (𝑡) – the population f the metallic R puddles at the intermediate times. One 

could track the initial population of mM based on 𝛥𝐼(302̅)𝑀1 at t=700 fs, as shown in Fig. 6.11, 

which nearly linearly increases with fluence in terms of (𝐹 − 𝐹𝑐) as given in upper panel of Fig. 

6.11. The trend terminates at 11.2 mJ/cm2, which is an indication that mM state now occupies the 

entire untransformed region, i.e. 𝛼𝑚𝑀
0 = 1.  Based on this, we could now determine the effective 

fraction  𝛼𝑚𝑀
0 (𝐹) to be proportional to F before reaching saturation and apply it to normalize the 

changes obtained from Δ𝐼(012)𝑀1 and 𝛥𝐼(302̅)𝑀1 to obtain the local structures as a function of 

F.  Here, the mM initial population can be set by following the density dependence. For forming 

the mM state, each photodoped impurity should give a cross-section area for its impact, which is 

the local polaron size, of order a2. This sets the volume fraction of the polaron pocket 𝛼𝑚𝑀
0 =

𝑛𝑑𝑝𝑎2, with 𝑝 being the correlation length of the polaron along the zigzag chain and 𝑛𝑑 is the 

doping density. Given the crystalline domain exhibits the one-dimensional power-law growth, it is 

reasonable to assume dynamics at different chains are uncorrelated; hence, we take a to be the 

basal plane unit cell size. By setting 𝛼𝑚𝑀
0 =1 at F = 11.2 mJ/cm2, we obtain p = 18 Å (covering 13 

vanadium atoms along the V-V chain) based on the 𝑛𝑑 = 0.249 
𝑝ℎ𝑜𝑡𝑜𝑛

𝑛𝑚3
 given by the saturation 

fluence. Similar argument can be given to the R-state population, based on the nucleation growth.   

The lower panel of Fig. 6.11 presents the local structures after applying the transient EMT. 

The analyses, carried out by assuming the same p = 18 Å across all fluences above Fc, give the 

polaronic local structure a universally large twisting angle (δθ > 5 degree) whereas its pairing 

distance rapidly decreases as the fluence increases. This would suggest a reduction in the gap size, 

or an increase in optical conductivity, takes place as fluence increases. Alternatively, one may also  
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Figure 6.11. Fluence-dependent structure evolution. The upper panel shows the mean 

normalized intensity changes along the two key dynamical channels Δ𝐼(012)𝑀1 and Δ𝐼(302̅)𝑀1, 

which yield the information about the local structures characterized δθ and δr pertaining to the two 

V-V zigzag sublattices in VO2 under various fluences. The lower panel presents the results of the 

local state structures characterized by (δθ, δr) after considering the effective medium fraction given 

for the initial polaronic state at the short time (t=700 fs) and that of the thermal state at the late 

stage (t=1ns). Here, the distinct local structure obtained following an ultrafast IMT may be referred 

to a transient mM state, which cannot be classified by any of the thermal phases in the equilibrium 

phase diagram of VO2. The data presented in the inset show structure evolution in the intermediate 

timescale, going from mM structure into the thermal R structure. Meanwhile, the fluence-

dependent results also show clear bi-stability between the thermal R and M1 phases at the late 

stage. 
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assume a reduced gap size characteristic of the conductive mM is retained within each polaronic 

pocket, namely the polaronic state starts out fully unpaired. Then one would conclude polaron 

correlation length p increases with fluence.  That is, the localized state becomes more extended as 

the system becomes increasingly metallic overall.  

Now we examine the evolutionary process going from the mM state to the thermal R state 

at the intermediate time. The results are presented as the inset in Fig. 6.11, given for F = 13.6 

mJ/cm2. Since we know that at this fluence, the mM state has filled the entire space initially, the 

dynamics depicts the transformation process of the local structures, as shown in grey circles. We 

draw the diagonal line representing the cooperative pathway, namely de-pairing and de-twisting 

dynamics taken simultaneously, in the thermal transition as a reference path. We find that at this 

heightened fluence regime, the mM can quickly relax into the thermodynamic path in just 2 ps, 

largely by reducing the twisting angle. Interestingly, this corresponds in the dynamics 

corresponding to timescale where all three dynamical channels merge into one as the 

thermodynamic effect starts to take shape. However, we do point out that at lower fluences, as 

given in Fig. 6.7, this transformation could take a significantly longer time as the fluence is 

reduced. 

Now we examine the evolutionary process going from the mM state to the thermal R state 

at the intermediate time. The results are presented as the inset in Fig. 6.11, given for F = 13.6 

mJ/cm2. Since we know that at this fluence, the initial mM state has filled the entire lattice, the 

dynamics represent the evolution of the local structure, as shown in grey circles. We draw the 

diagonal line representing the cooperative pathway between de-pairing and de-twisting dynamics 

expected in the thermally induced M1 → R transition as a reference path. We find that at this high 

heightened limit, the mM initial state relaxes into the thermodynamic path in just 2 ps, largely by 
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reducing the twisting angle. Interestingly, this corresponds in the dynamics corresponding to 

timescale where all three dynamical channels merge into one as the thermodynamic effect starts to 

take shape. However, we do point out that at lower fluences, as given in Fig. 6.7, this 

transformation could take a significantly longer time as the fluence is reduced.  

We now attempt to analyze the physics behind the nonthermal and thermal routes of 

transitions. The results presented so far may lead us to confront with two irreconcilable realities in 

terms of what is really behind the insulator-metal phase transition in VO2 at the short and longer 

timescales. The key to unpacking this perplexity lies in the fluence-dependent data sets that give 

information about the competing nature of the two driving forces active at different spatial and 

temporal scales. The results identifying the different organizing principles at two distinct 

thresholds are given in Fig. 6.12.  Here, first we take a closer look at the shift of the optical 

conductivity around Fc. Above Fc, we have taken the view the positive differential optical 

conductivity is given by the extended polaronic state. It is instrumental to mention that our data, 

see e.g. Fig. 6.11, also show that right below Fc the lattice settles in similar local polaronic features, 

i.e. dimerized away from M1 with large twisting angle, but to a much lesser degree overall 

compared to ones at F > Fc.    

It is reasonably to believe that the increased “negative” differential transmissivity as 

applied fluence approaches Fc from below is physically not compatible with having more 

conductive channel as would be expected from introducing any sort of polaronic pocket that must 

come with an increased free carrier density at the outset. It is more likely that the optical excitation 

has led the system to a state of mass enhancement, which can be reconciled with a Mott transition.  

The basic picture of a Mott transition is described in Fig. 6.12c, where below Fc the system is 

described as a Mott insulator whereas above it a novel or bad metal state – a notation often  
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Figure 6.12. Dynamical responses accentuate the two thresholds underpinning the VO2 phase 

transition. a. Data from the early-stage ac conductivity identify the insulator-to-metal switching 

at the critical point Fc  4.5 mJ/cm2.  Meanwhile, the significant pick-up in the rate of domain 

growth speed near Fth  7 mJ/cm2 accentuates a different organizing principle becomes more active 

in the thermodynamical regime of transformation. Panel b gives an enlarged view of the ac 

conductivity change near Fc. c. Interaction-driven dynamics at short time indicated by the 

switching behavior near Fc. d. The thermal equilibrium cooperative phase transition and longtime 

dynamics in PIPT is governed by the change in free energy.  



138 

 

subscribed to the thermal R state. The conclusion that precludes the Peierls origin is consistent 

with the strong d-electron-phonon coupling being nonessential for establishing Fc, argued based 

on its non-subjectivity to the strain effect. That said, the strong d-band electron-phonon coupling 

should be behind the creation of polaron upon photo-doping. Yet, it may be instrumental to point 

out that small polaron localizes at the atomic site with strong lattice distortion is frequently 

identified in transition-metal oxide (TMO)30, whereas a large polaron spreads over many lattice 

sites as evidenced here could be signature of a relatively weakly localized hole in metallic VO2
31. 

The phase-dependence in the polaron mass and transport properties is an interesting consequence 

of the phase transition rather than the cause for it.  

Turning to the subject of how a photo-doped system eventually gains itineracy and 

becomes a thermal state, we examine how the transformation into the metallic puddle occurs 

around Fth,. Fig. 6.12a presents the results in terms of the nucleation velocity characterized by the 

inverse time 1/4 or the diffusion constant; see Sec. 6.3.  In this regime, as we expect the transition 

to follow the dynamical route of 1st-order phase transition, the relevant timescale is regulated by 

the nucleation barrier. In this case, set by the local interfacial strain energy, the thermal fluctuations 

play a role in renormalizing the local free-energy landscape.  It is expected that at Fth, the optical 

excitation quenches the thermodynamic free energy landscape into favoring R phase, in which the 

insulating ground state is temporally retained as a false ground state separated from the new global 

minimum as depicted in Fig. 6.12d. The nucleation barrier deters the embryonic metallic puddles 

from growing into a larger domain, but a higher level of excitation will facilitate the system to 

obtain a critical domain size and gain speed on nucleating the metallic puddles into larger and 

larger domains, fulfilling the thermodynamic cooperative phase transition over the entire grain. In 

this regime, the metallic state entropy gain plays a key role in lowering the free energy. It is thus 
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reasonable to assume that the thermodynamic force active at the large scale can overwhelm the 

local interaction mediated IMT and take over as the main driving mechanism in the thermodynamic 

regime. 

 

6.5. Summary 

Summing up, our dual-probe setup via the combination of ultrafast optical transmittance and UED 

provides an informative platform for critically evaluating the physics behind perplexing 

nonequilibrium many-body phenomenology behind photo-induced phase transition.  Specifically 

in our studies of VO2 phase transition, the rich correlated datasets paint a picture of a multiple-

pronged process with the underlying physics evolving with the increased spatiotemporal scales of 

the active systems. The multi-message results allow us to develop new insight for addressing the 

open questions raised in recent ultrafast measurements.  

First of all, concerning the cooperativity, or its lack thereof in PIPT, we have demonstrated 

the late-stage PIPT evolution not only is driven by the near-infrared excitation is tightly integrated 

with the thermally induced phase transition, but also shares the same sensitivity to the lattice strain 

and is governed by the same cooperativity as one uses to describe the thermal phases of VO2. The 

thermal phenomenology of PIPT at the late stage is well calibrated against the joule heating 

mechanism by way of the dual-control effective medium theory. It is in the shared high sensitivity 

to the lattice strain effect in IMT and SPT where we see the role of Peierls physics and strong d-

electron-phonon coupling as crucial. A key piece of information that supports this is the system 

universally converges back to the thermal phases and regaining the sharp first-order nature of the 

transition at the late stage irrespective of the early state nonequilibrium evolution that may in duce 
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a different path for IMT. As results show, thermal fluctuations act as a unifier to drive the system 

back to the familiar thermal phases no matter where the nonequilibrium system started from. 

However, at the same time, the results unfold at the short time scales reveal an entirely 

different organizing principle. Not only the nonequilibrium phenomenology itself show no 

dependence on the local strain profile, but the dynamics are also ubiquitous under a new control 

parameter around a new critical point that is Mott transition in nature, substantially below the 

threshold identified for thermally mediated transition. Most intriguingly, we can link the new 

ultrafast photo-excited metallic state to the long thought-after monoclinic metallic state, primarily 

based on its retention of monoclinic crystalline motif long after the transition.  The more striking 

result lies in its unique manifestation of unpaired V-V sublattice and yet fully retaining the zigzag 

features. Meanwhile, we eliminated the possibility of the existence of a long-lasting metallic 

monoclinic phase across a broad range of fluences. In the long-time limit (i.e., t > 300 ps), the IMT 

and SPT always happen together. 
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Appendix A.   Structure Determination 

The diffraction data tracks the structural changes of the sample. The intensity I of a Bragg spot 

(hkl), which is proportional to the square of the structure factor F(hkl), is determined by the 

position (xyz) of all atoms within the unit cell: 

 𝐹(ℎ𝑘𝑙) =  ∑ 𝑓𝑗 exp[−2𝜋𝑖 ∗ (ℎ𝑘𝑙) ∙ (𝑥𝑦𝑧)]𝑗 , (A.1) 

 𝐼(ℎ𝑘𝑙)  ∝  |𝐹(ℎ𝑘𝑙)|2, (A.2) 

where 𝑓𝑗 is the atomic scattering factor. In the M1 structure, the dimerization of V-V pairs doubles 

the unit cell and creates a superstructure that does not exist in the rutile structure. This is indicated 

in the diffraction pattern by the presence of extra diffraction peaks that track these superstructures. 

To account for all the observed diffraction peaks, the individual atom positions for both M1 and R 

structures are given in fractional coordinates in the M1 unit cell in Table A.1, where the atomic 

positions of the rutile structure are converted into coordinates based on the M1 unit cell. It should 

be noted that the conventional R unit cell only contains half of the atoms shown in Table A.1; the 

extras are provided for direct comparison with the M1 structure. 

The diffraction intensity is then can be written as: 

 𝐼(𝑘ℎ𝑙) ∝  |𝐹(ℎ𝑘𝑙)|2 ∝ |𝑓𝑉 cos(2𝜋 ∗ (ℎ𝑥 + 𝑘𝑦 + 𝑙𝑧)) + 2𝑓𝑂 cos(2𝜋 ∗ (ℎ𝑥 + 𝑘𝑦 + 𝑙𝑧))|
2
(A.3) 

where the imaginary part of the structure factor is cancelled out due to the inversion symmetry. 

From Eq. A.1 and A.3, it is evident that any change in the atomic position, regardless of 

the manner, will result in a change in the diffraction pattern intensity in the case of PIPT. However, 

it is important to note that if the change in atomic positions breaks the P21/c space group symmetry 

for the M1 structure, additional diffraction peaks will appear(in the case the new space group have 

a lower symmetry) or some of the existing peak will disappear(for the case of a higher symmetry  
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M1 Structure R Structure 

 x y z x y z 

V 0.23947 0.97894 0.02646 0.25 1 0 

V 0.76053 0.47894 0.47354 0.75 0.5 0.5 

V 0.76053 0.02106 0.97354 0.75 0 1 

V 0.23947 0.52106 0.52646 0.25 0.5 0.5 

O-1 0.10616 0.21185 0.20859 0.1 0.2 0.2 

O-1 0.89384 0.78815 0.79141 0.9 0.8 0.8 

O-1 0.10616 0.28815 0.70859 0.1 0.3 0.7 

O-1 0.89384 0.71185 0.29141 0.9 0.7 0.3 

O-2 0.40051 0.70258 0.29884 0.4 0.7 0.3 

O-2 0.59949 0.20258 0.20116 0.6 0.2 0.2 

O-2 0.40051 0.79742 0.79884 0.4 0.8 0.8 

O-2 0.59949 0.29742 0.70116 0.6 0.3 0.7 

 

Table A.1 Atomic coordinates of the monoclinic M1 and rutile R phase. The atom position in 

the highlighted in bold is used to calculate the structure factor of M1 phase VO2. 
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space group). This phenomenon has not yet been discovered. Thus, in the PIPT process, the change 

in diffraction intensity from atomic movements that maintain the P21/c space group is given by: 

 
Δ𝐼(ℎ𝑘𝑙)

𝐼(ℎ𝑘𝑙)
 ∝ 𝑓𝑉 tan(2𝜋 ∗ (ℎ𝑥0 + 𝑘𝑦0 + 𝑙𝑧0)) ∗ (ℎΔ𝑥 + 𝑘Δ𝑦 + 𝑙Δ𝑧)  

 + 𝑓𝑂−1 tan(2𝜋 ∗ (ℎ𝑥1 + 𝑘𝑦1 + 𝑙𝑧1)) ∗ (0.3837 ∗ ℎΔ𝑥 + 0.5627 ∗ 𝑘Δ𝑦 + 0.3246 ∗ 𝑙Δ𝑧)     (A.4) 

 +𝑓𝑂−2 tan(2𝜋 ∗ (ℎ𝑥2 + 𝑘𝑦2 + 𝑙𝑧2)) ∗ (0.0484 ∗ ℎΔ𝑥 + 0.1225𝑘Δ𝑦 + 0.0438𝑙Δ𝑧),  

where the initial positions can be found in the highlighted part of Table A.1. In PIPT, the absorption 

of laser energy will increase the random movement of atoms, which is known as the Debye-Waller 

effect. It has been shown that the Debye-Waller effect on diffraction intensity change is two orders 

of magnitude smaller compared to the change induced by the atomic position change and is thus 

ignored in our calculations. 

Equation A.4 provides the formula for diffraction intensity change for any given diffraction 

peak. The unit cell size change, on the other hand, is determined by the diffraction peak position 

change. In thermal equilibrium, the M1 structure has (aM1, bM1, cM1) = (5.752, 4.526, 5.383) Å and 

angle between aM1 and cM1 = 122.62 degrees. However, given the actual adjustment of the lattice 

during phase transition is not major we can map this M1 structure's unit cell to the orthogonal R 

unit cell. In that case, we have (aR, bR, cR)M1 = (4.526, 4.533, 2.692) Å in comparison to the R 

structure, which has (aR, bR, cR)R
 = (4.554, 4.554, 2.851) Å. Here, the superscript indicates the 

structure of the system, and the subscript denotes the choice of unit cell basis. The lattice plane 

distance is then given by: 

 𝑑(ℎ𝑘𝑙)𝑅 = (
ℎ

𝑎2
+

𝑘

𝑏2
+

𝑙

𝑐2
)𝑅 (A.5) 

The diffraction data can be understood from Eq. A.4 and A.5 to track both the local distortion 

and the global unit cell change.  
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 The vanadium and oxygen atoms' coordinates used to simulate the diffraction pattern are 

chosen based on two constraints: 1) The oxygen atoms move along with the vanadium atoms. 2) 

The distortion along bM1 and cM1 is the same. These two constraints allow us to preserve the P21/c 

space group symmetry. 

The fractional coordinates of the M1 state VO2 in Table A.1 can be rewritten as in Table 

A2, where the remaining atoms' locations are set to maintain the P21/c symmetry. In this case, the 

regular M1 state has 𝛼 = 𝛽 = 1, and the regular R structure (without considering the change in unit 

cell size) has 𝛼 = 𝛽 = 0. For the case where VO2 undergoes full de-twisting yet the dimerization 

length remains the same, we have 𝛼 = 2.26852 and 𝛽 = 0. On the other hand, the case of fully de-

dimerized VO2 with the twisting angle maintained gives 𝛼 = -1.26852 and 𝛽 = 1. 

 

 aM1 bM1 cM1 

V 0.25 - 𝛼*0.01053 1 - 𝛽*0.02106 𝛽*0.02646 

O1 0.1 + 𝛼*0.00616 0.2 + 𝛽*0.01185 0.2 + 𝛽*0.00859 

O2 0.4 + 𝛼*0.00051 0.7 + 𝛽*0.00285 0.3 + 𝛽*-0.00116 

Table A.2. Fractional coordinates of M1 state VO2 

 

 The values for 𝛼 and 𝛽 at a given twisting angle and dimerization length can be calculated 

via simple trigonometry. A 6 x 6 map for the diffraction pattern is simulated for different twisting 

angles and dimerization lengths, as shown in Figure 6.2 in the main text. It can be seen that a clear 

one-to-one relationship exists, which allows mapping the diffraction intensity into the structural 

order parameter. Incidentally, the robustness of our simulation is seen in the correct prediction of 

the (012) peak intensity increases to 153% ( κ value in Fig. 6.2) at phase transition. 
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The unit cell size change can be calculated via any three peak position changes using Eq. 

A.5. Here, we choose to use peaks (110)R, (011)R and (002)R to calculate the unit cell size 

change. These three peaks are chosen due to their isolation from other peaks, and there are no other 

peaks with any significant contribution within the s range of these three peaks. 

Appendix B.   Dual Probe Measured Dynamics Across Broad 

Fluence 

The simultaneously measured dynamics for Δ𝐼(012)𝑀1 , Δ𝐼(302̅)𝑀1 , and the optical 

differential transmittance are plotted in Fig. A2.1. At the late time, for all fluences at F > Fc, the 

same ratio used in Fig. 6.8 can be employed to match the amplitude. At this stage, the phase 

transition has progressed into the cooperative region, and the remaining dynamics involve only the 

metallic domain growth; thus, the amplitude change is solely determined by the volume fraction 

𝛼𝑀1→𝑅. For F < Fc, the optical differential transmittance decreases after laser excitation, indicating 

a reduction in metallicity. From a structure perspective, Δ𝐼(302̅)𝑀1  has small value, yet 

Δ𝐼(012)𝑀1 is 0. This suggests the long-time structural change below Fc is primarily concentrated 

along the cR axis. 

At the short time, for all fluences at F > Fc, a different ratio is required to match the change 

between Δ𝐼(012)𝑀1, Δ𝐼(302̅)𝑀1, and the optical differential transmittance, which is attributed to 

the co-existence of hot carrier and polaron dynamics in the system. At F = 13.64 mJ/cm2, the three 

dynamics converge into the same curve much faster than at other fluences, which is due to the 

excessive thermal energy accelerating the metallic domain growth.  

F = Fc = 4.5 mJ/cm2 represents a special case where the behavior is a mixture of the 

dynamics both below and above Fc. This is most evident from the response of the optical 



150 

 

differential transmittance dynamic, where at t = 10ps, the differential optical transmittance is below 

0, yet at t > 100ps, there is a rise in differential optical transmittance indicating a growth in the 

metallic domain. This is likely due to the fluence being too close to the Fc, where the fluctuation 

of laser causes dynamics above and below the critical fluence mixed together. 

 

Figure B.1 Dynamics at different fluence.  
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Chapter 7: Summary 

In this dissertation, I have presented my research on instrument development and the applications 

of ultrafast optical and structural probes to investigate the photoinduced phase transitions (PIPT) 

in strongly correlated materials, with a particular focus on VO2.Whereas ultrafast electron 

diffraction and microscopy techniques have been under active development in this laboratory for 

many years, my participation to the on-going projects geared towards enabling multi-messenger 

probes. In this regard, I have developed the dual-probe system, uniting the ultrafast electron 

scattering and ultrafast optical techniques under the existing generation-I ultrafast electron 

microscope platform.  This technical development is discussed in Chapter 3 and Chapter 4 of the 

thesis, involving setting up the new optical beamline and more importantly in better tuning the RF 

optics system such that the dual-probe system can achieve the same temporal resolution to make 

the correlated investigation more relevant.  In Chapter 4, I gave a detailed account of the RF 

technology to achieve that. In particular, the merit of the phase space manipulation under a 

precision-controlled RF optical system is presented, By implementing a cascade RF control 

scheme with a two-level PID feedback system, we significantly reduced timing jitter and phase 

noise. The master feedback loop, PID-0, compensates for long-term phase drift over the entire RF 

circuit, while the nested loop, PID-1, suppresses high frequency noise using a digital phase-locked 

loop. This synergistic design reduced the integrated RMS phase noise to 0.0053°, enabling a 

temporal resolution of ~50 fs while maintaining high beam brightness. Experiments on 1T-TaSe2 

validated the improved performance, revealing coherent phonon dynamics with a signal-to-noise 

ratio sufficient to discern multiple-order oscillations and resolve subtle structural changes at 10 fm 

length scales. 
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In Chapter 5 and Chapter 6, I presented my scientific inquiries into the photoinduced phase 

transition of VO2 applying the newly developed dual-probe system and the upgraded high-

precision RF controller. In Chapter 5, I provided an overview of the physics behind the IMT and 

SPT in VO2, focusing on the equilibrium state evolutions I introduced an effective medium theory 

to isolate specimen temperature, pump repetition rate, and strain effects at the late stage of PIPT 

measurements. By applying this framework to our experimental data, we demonstrated the 

cooperativity between IMT and SPT to be maintained even for PIPT at long times, tracing its root 

to joule heating. Meanwhile, the effective medium theory successfully restored the nonequilibrium 

PIPT dynamics under different repetition rates by accounting for the coexisting metallic and 

insulating regions. Importantly, we showed that the nonequilibrium dynamics is ubiquitous across 

all specimen sizes, hence inviable under varying strain profile. This is in stark contrast with the 

thermally mediated phase transition that is strongly subject to the strain effect. The clear distinction 

between two types of phase transitions highlights the role of nonequilibrium physics and the 

evolutionary nature of PIPT phenomena.  

Chapter 6 delved deeper into the nonequilibrium PIPT dynamics in VO2 by employing the 

dual-probe setup. We identified three distinct dynamical channels: hot carrier relaxation, polaron 

formation, and metallic domain growth. By tracking the evolution of the vanadium dimer chain 

order parameters, we discovered a new monoclinic metallic state at the ultrafast timescale. This 

state is characterized by a largely developed optical conductivity increases while retaining the 

monoclinic unite cell motif and can be induced by photodoping above a critical fluence of ~4.5 

mJ/cm2, which is significantly below the thermodynamic phase transition threshold of ~7 mJ/cm2. 

The ultrafast metallization is accompanied by the polaron formation, which reduces the pairing of 

vanadium dimer chains without significant changes in the basal plane. Our findings suggest the 
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physics driving this ultrafast IMT is distinct from the Peierls mechanism or strong electron-phonon 

coupling that governs the thermodynamic transition. Instead, the photodoping and Mott physics 

play a dominant role to bring in the unique monoclinic metallic state in the nonequilibrium regime. 

The results presented in this dissertation help advance both the instrumentation for ultrafast 

electron scattering and the fundamental understanding of nonequilibrium phase transitions in 

strongly correlated materials. The discovery of the photoinduced monoclinic metallic state in VO2 

highlights the power of the dual-probe approach to illustrate the structural identify of the hidden 

states of matter that are not accessible under equilibrium conditions. The improved spatiotemporal 

resolution and the methodology developed here should open new avenues for investigating the 

ultrafast dynamics in a wide range of quantum materials exhibiting exotic phase transitions. 


