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ABSTRACT

APPLICATION OF NUCLEAR DENSITY FUNCTIONAL THEORY TO

EXOTIC NUCLEI

Mengzhi Chen

Nuclear density functional theory (DFT) is the method of choice to study

the nuclear properties of medium-mass and heavy nuclei. This dissertation

employs the Skryme Hartree-Fock-Bogoliubov (HFB) approach to study nu-

clear reflection-asymmetric deformations and collective rotation.

Nuclear ground states with stable reflection-asymmetric shapes, predicted

by theory, have been confirmed experimentally. To explore the microscopic

origin of reflection-asymmetric nuclear shapes, we applied the density ex-

pansion method to decompose the total HFB energy into different multi-

polarities. We demonstrated that the reflection-asymmetric deformation is

driven by the isoscalar part of the interaction energy. We also confirmed the

importance of high-multipolarity fields for stabilizing reflection-asymmetric

deformations.

The nucleon localization function (NLF) has been successfully applied

to characterize nuclear shell structure and collective motion. In our work,

we extended the application of NLF to study the nuclear response to fast

rotation. By solving the cranked harmonic-oscillator and comparing it with

cranked Hartree-Fock results, we defined the simplified localization measure

and demonstrated its usefulness as an indicator of nuclear rotation.

The above nuclear DFT calculations were performed using existing HFB
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solvers. However, the current HFB solvers are deficient in the study of exotic

nuclei whose properties are strongly affected by the quasiparticle continuum

space. For this purpose, we developed a three-dimensional Skyrme-HFB

solver HFBFFT in the coordinate-space representation using the canonical

basis approach. We implemented the soft energy cutoff and pairing annealing

to solve the problem of pairing collapse; a sub-iteration method to improve

the convergence; and an algorithm to restore the Hermiticity of differential

operators brought by Fourier-transform-based differentiation. The accuracy

and performance of HFBFFT were tested by benchmarking it against other

HFB codes, both spherical and deformed, for a set of well-bound and weakly-

bound nuclei.
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Chapter 1

Introduction

1.1 Overview of nuclear properties

Nuclear physics aims at understanding atomic nuclei and their structure and

interactions. The study of nuclear physics starts from the discovery of ra-

dioactivity by Henri Becquerel in 1896 [1]. The nucleus was first discovered

by Ernest Rutherford and his assistants through the famous gold foil exper-

iment [2]. In the beginning, the size and charge properties were studied by

scattering experiments. After the discovery of the neutron by Chadwick in

1932 [3], scientists could calculate the nuclear binding energies by compar-

ing the nuclear mass with the individual masses of the proton and neutron

constituents.

The first model being proposed to explain global properties of the nucleus

was the liquid drop model (LDM) by Weizsäcker in 1935 [4]. The LDM

successfully explains many nuclear features, including the general trend of

nuclear binding energy and nuclear fission. However, the LDM is a classical

approach that cannot describe quantum effects. For example, it is unable

to explain the existence of enhanced binding energy for certain numbers of
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protons and neutrons which are known as magic numbers. Therefore, mi-

croscopic theoretical approaches considering the quantum mechanical effects

have been developed. They can be roughly divided into three groups: the

ab initio methods based on inter-nuclear forces [5–7], the nuclear shell model

(configuration interaction method) [8–10] and the nuclear density functional

theory (DFT) based on the self-consistent mean field approach [11].

In the nuclear DFT approach, the nucleonic densities are the fundamental

degrees of freedom instead of the nucleons. Compared with the other two

methods, the advantage of nuclear DFT lies in the region of medium-mass

and heavy nuclei. In my dissertation, I studied the origin of octupole defor-

mations and nuclear rotation in heavy nuclei.

1.2 Nuclear shapes and deformations

The atomic nucleus can exhibit various shapes beyond the simple spherical

shape, such as prolate, oblate, and pear-shaped. Nuclear deformations re-

sult from the nuclear Jahn–Teller effect, which is a spontaneous geometric

distortion mechanism for lowering the ground-state (g.s.) energy [12,13].

The first experimental evidence of quadrupole deformation was observed

from the optical spectra hyperfine structure, indicating the presence of nu-

clear quadrupole moments. [14,15]. The microscopic origin of nuclear quadrupole

deformations was studied in Refs. [16–18]. Based on self-consistent Hartree-

Fock (HF) calculations, he authors concluded that the quadrupole deforma-

tion can be traced back to the neutron-proton interaction.

There is an ample experimental evidence confirming the existence of g.s.
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reflection-asymmetric nuclear shapes [19, 20]. According to theoretical cal-

culations [21], such pear-shaped systems exists in different regions of the

nuclear chart. Pear-shaped nuclei are significant in searching for perma-

nent atomic electric-dipole moments (EDM) because the atomic EDM can

be enhanced by several orders of magnitude for an odd nucleus with static

octupole deformation [22]. A non-zero EDM indicates a time-reversal (or

equivalently charge-parity) violation and its magnitude can constrain the

extensions to the standard model [20, 23].

In our project [24], we extended the density expansion method [18] to

study the microscopic origin of reflection-asymmetric nuclear shapes. The

details of this work are presented in Ch. 3

1.3 Nuclear rotation

Nuclear collective motion, such as rotations and vibrations, provides rich

information about the nuclear structure and response to external fields. The

observation of rotational bands in atomic nuclei has provided us with many

insights into nuclear deformations, and the underlying shell structure [25–28].

In nuclear structure research, the nucleon localization function (NLF) is a

useful tool to identify clusters in light nuclei [29–31] and nuclear reactions

[32,33], fission [34–38] and nuclear pasta phases in neutron stars [30].

We used the NLF to study the nuclear response to fast rotation in [39].

To this end, I employed the cranked harmonic-oscillator model compare the

results with the cranked HF method.
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1.4 Exotic Nuclei

Exotic nuclei with extreme neutron-to-proton ratios are crucial for theoreti-

cal nuclear structure research as their properties provide critical information

on nuclear interactions, many-body techniques, and astrophysical scenar-

ios. However, because of their weak binding, their quasiparticle excitations

are often affected by the low-lying scattering space (a.k.a. particle contin-

uum), which increases the necessary computational effort. For such nuclei,

nucleonic pairing must be handled within the full Hartree-Fock-Bogoliubov

(HFB) scheme instead of the simpler Bardeen-Cooper-Schrieffer (BCS) ap-

proximation [40–44]. In addition, the associated self-consistent densities

are usually very extended in space, which requires large basis sets or large

coordinate-space boxes. Both requirements become particularly demanding

for self-consistent methods, especially if one aims at symmetry-unrestricted

calculations (i.e., without imposing space reflection or axial or spherical sym-

metries).

In our paper [45], we proposed a reliable and efficient computational

scheme to solve the HFB equations on a three-dimensional (3D) Carte-

sian coordinate-space grid. We developed the DFT solver HFBFFT in the

coordinate-space representation using the canonical basis approach. Also,

we benchmarked HFBFFT for several spherical and deformed nuclei against

other solvers. The novel features of the solver and benchmark results are dis-

cussed in Ch. 5
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1.5 Organization of this dissertation

This dissertation is organized as follows. The general nuclear DFT formalism

and solvers are introduced in Ch. 2. The microscopic study of reflection-

asymmetric nuclear shapes is presented in Ch. 3. In Ch. 4, applications

of the NLF to rotating nuclei is discussed. Ch. 5 presents the work of 3D

Skyrme Hartree-Fock-Bogoliubov (HFB) solver HFBFFT. Finally, conclu-

sions and outlook are given in Ch. 6.
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Chapter 2

Nuclear Density Functional Theory

The density functional theory (DFT) was developed as a computational

method to investigate electronic many-body systems. Its extension to nu-

clear physics describes protons and neutrons in terms of nucleonic densities

and currents.

In nuclear DFT, the degrees of freedom of the nuclear many-body problem

can be reduced significantly. Because of this, the nuclear DFT method has

a robust scalability with the atomic mass number. As a result, all nuclear

systems across the whole nuclear landscape can be described by this method.

The advantages of the nuclear DFT are highlighted in the heavy-mass region

where other methods such as the current ab initio approaches cannot be

easily applied except for some special cases [46].

2.1 General formalism

The DFT originates from the framework of the two Hohenberg–Kohn theo-

rems [47]. The first theorem states that the ground state (g.s.) properties

of a many-body system can be uniquely determined by particle density ρ(r)
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which is only defined by three spatial coordinates. This theorem dramatically

reduces the complexity of a N−body system to a manageable level. The sec-

ond theorem defines the critical property that the density which minimizes

the g.s. energy ρmin(r) is the actual density of the many-fermion system.

There are analogies but also significant differences between electronic and

nuclear systems. Nuclear systems are self-bound with no external poten-

tial. Moreover, the nuclear interaction is short-ranged, spin-dependent, and

fairly complex formula when compared with the simple two-body Coulomb

interaction. Therefore, the main ingredient of nuclear DFT is the effec-

tive interaction expressed in terms of an energy density functional (EDF) of

local/non-local densities, currents, and their derivatives. Examples of widely

used nuclear EDFs include the zero-range Skryme EDF [48], the finite-range

Gogny EDF [49–51], and covariant EDFs [52–55]. The Skyrme functional is

widely applied for its simple expression and high predictive power [56–58].

Therefore, the Skyrme EDFs are used in my work.

2.2 The Skyrme energy density functional

The HFB theory describes a many-fermion system in terms of an orthonor-

mal set of single particle (s.p.) wave functions ψα and occupation amplitudes

vα, i.e.,

{ψα, vα, α = 1, ...,Ω} , (2.1)

where Ω denotes the size of the active s.p. space. The occupation amplitude

vα can take values in the interval [0, 1]. The emptiness amplitude is uα =√
1− v2α.
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Any self-consistent mean-field theory starts from expressing the energy of

the system in terms of s.p. wave functions and occupation amplitudes (2.1).

Among many EDFs, the Skyrme functional, originally based on the Skyrme

interaction [48], is commonly used to study global nuclear properties, such as

ground-state energies, deformations, and low-lying excitations [56–58]. The

Skyrme EDF can be splitted into a sum of time-even and time-odd terms

(ignoring here isospin index for simplicity):

HSkyrme(r) = Eeven + Eodd, (2.2)

Eeven = Cρρ2 + Cτρτ + C∆ρρ∆ρ+ CJρ∇ · J + CJJ2, (2.3)

Eodd = Css2 + C∆ss∆s+ CT s · T + Cjj2 + C∇js · (∇× j),

(2.4)

where in the time-even terms, ρ, τ are the particle and kinetic energy density

respectively; J is the spin-orbit density and J is the spin-current tensor. In

the time-odd terms, s, and T are the spin density and spin kinetic energy

density, respectively, and j is the momentum density. Definitions and dis-

cussion of these densities can be found in , e.g., Ref. [59]. The C parameters

in front of bi-linear densities are the coupling constants defining the Skyrme

EDF.

In many cases, one is interested in stationary states of even-even nuclei.

In this specific instance, the EDF depends only on three energy densities ρq,
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τq, and J q:

ρq(r) =
∑
α∈q

∑
s

v2α|ψα(r, s)|2,

τq(r) =
∑
α∈q

∑
s

v2α|∇ψα(r, s)|2,

J q(r) = −i
∑
α∈q

∑
ss′

v2αψ
∗
α(r, s)∇×σss′ψα(r, s

′), (2.5)

where q ∈ {p, n} stands for protons or neutrons and s, s′ = ±1/2 label the

two spinor components of the wave functions. Additionally, pairing EDFs

require the pairing density

ξq(r) =
∑
α∈q

uαvα
∑
s

(−2s)ψα(r,−s)ψα(r, s), (2.6)

where the first summation includes a cutoff in the pairing space. For a

stationary state of an even-even nucleus, the conjugate s.p. state α can be

assumed to be the time-reversed state of α, which leads to a simplified ex-

pression

ξq(r) =
∑
α∈q

∑
s

uαvα |ψα(r, s)|2. (2.7)

The Skyrme EDF is well described in several works [11,56,57]. Within the

Skyrme HFB scheme, the total energy is a functional of the local densities:

Etot = ESkyrme[ρ, τ,J ] + ECoul[ρp] + Epair[ρ, ξ], (2.8)
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where

ESkyrme =

∫
d3r

[
ℏ2

2m
τ + Cρρ2 + Cτρτ + C∆ρρ∆ρ+ CJρ∇ · J

]
, (2.9)

ECoul =
e2

2

∫
d3r d3r′

ρp(r)ρp (r
′)

|r − r′|
−
∫

d3r
3e2

4

(
3

π

) 1
3

ρ4/3p , (2.10)

Epair =
1

4

∑
q∈{p,n}

Vpair,q

∫
d3r|ξq|2

[
1− ρ

ρ0,pair

]
. (2.11)

ESkryme is a functional of densities ρ, τ , and J . Most of time-even coupling

constants C in Eq. 2.9 are real numbers except for Cρ which is density-

dependent:

Cρ = Cρ
0 + Cρ

Tρ
γ. (2.12)

Therefore, the Skyrme functionals of stationary even-even nuclei can be de-

scribed by 11 parameters:

{Cρ
0 , C

ρ
T, C

τ , C∆ρ, CJ}t=0,1 and γ. (2.13)

The Coulomb energy ECoul is composed of direct and exchange terms as

functionals of proton density ρp. The pairing energy Epair in form of 2.11 is

a functional of densities ρ and ξ; this is motivated by a density-dependent

δ interaction. The pairing strengths Vpair,q are adjustable parameters (see

Sec. 5.3.2 for detailed discussion). The Eq. 2.11 covers two limiting cases.

The first case is a pure contact interaction, also called the volume pairing,

which is recovered when ρ0,pair → ∞. The second case corresponds to a

value near matter equilibrium density ρ0,pair = 0.16 fm−3, which localizes

pairing around the nuclear surface. Adjustment of ρ0,pair as a free parameter
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delivers a form of the pairing functional which stays in between the extremes

of volume and surface pairing [60,61].

2.3 Hartree-Fock-Bogoliubov theory

The g.s. wave functions and energy of a nuclear system can be obtained

by Hartree-Fock and Hartree-Fock-Bogoliubov theories based on variational

principles [62].

The HFB theory generalizes the HF theory to the case of pairing correla-

tions. The HFB g.s. wave functions can be written as a quasi-particle (q.p.)

vacuum

|Ψ⟩ =
∏
k

β̂†k|0⟩ (2.14)

where |0⟩ is the s.p. vacuum, β̂†k and β̂k are q.p. operators. They are related

with particle operators ĉ†l and ĉl via the Bogoliubov linear transformation

β̂†k =
∑
l

Ulkĉ
†
l + Vlkĉl,

β̂k =
∑
l

U ∗lkĉl + V ∗lkĉ
†
l .

(2.15)

In the above equations, both indices l and k run over the whole one-particle

configuration space. We can also rewrite the Eq. 2.15 in the matrix formβ̂k
β̂†k

 =

U † V †

V T UT


ĉk
ĉ†k

 =W†

ĉk
ĉ†k

 (2.16)

by defining the Bogoliubov unitary transformation matrix W†. The Bloch

and Messiah theorem [63] states that W can be decomposed into three ma-
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trices with a special form

W =

D 0

0 D∗


Ū V̄

V̄ Ū


C 0

0 C∗

 . (2.17)

It is worth noting that the first matrix defines a unitary transformation of

the particle operators among themselves

α†k =
∑
L

Dlkĉ
†
l . (2.18)

The new particle operators α†k and αk define a new basis named the canonical

basis in which the Bogoliubov transformation becomes a Bardeen-Cooper-

Schrieffer (BCS) transformation. More properties of the HFB theory in the

canonical basis will be discussed in the section 2.3.1.

In the HFB theory, the density matrix ρ̂ and the pairing tensor κ̂ uniquely

determine the wave function |Ψ⟩. They are defined as

ρll′ = ⟨Ψ|ĉ†l′ ĉl|Ψ⟩ = V ∗V T, (2.19)

κll′ = ⟨Ψ|ĉl′ ĉl|Ψ⟩ = −UV †. (2.20)

The pairing density ξl = (−2s)κll (2.6) is usually more convenient to use in

actual calculations for time-even q.p. states.

A two-body Hamiltonian H of a fermion system can be written as

H =
∑
il

tilĉ
†
i ĉj +

∑
ijlk

v̄ijlkĉ
†
i ĉ
†
j ĉlĉk. (2.21)

The first term is the kinetic energy, and the second represents the two-body
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interaction. The total energy E is an energy functional of ρ̂ and κ̂

E[ρ, κ] = Tr[hρ̂]− 1

2
Tr[∆κ̂∗], (2.22)

where h and ∆ are the HF and pairing mean-fields respectively

hij = tij +
1

2

∑
kl

v̄iljkρkl, ∆ij =
1

2

∑
kl

v̄ijlkκlk. (2.23)

Variation of the total energy with respect to ρ̂ and κ̂ results in the HFB

equations: h− λ ∆

−∆∗ −h∗ + λ


U
V

 = E

U
V

 (2.24)

where λ is the Lagrange multiplier to constrain the average particle number.

The self-consistency of the HFB equations is apparent because the fields h

and ∆ are determined by the eigenvectors U and V . Therefore, the HFB

equations are non-linear and need to be solved iteratively.

2.3.1 Formalism in canonical basis

The canonical basis is defined as the basis of s.p. states ψα in which the

one-body density matrix ρ̂ is diagonal, i.e., ρ̂ =
∑

α |ψα⟩nα⟨ψα|, where nα,

an eigenvalue of ρ̂, represents the canonical-state occupation. The numerical

HFB scheme in the canonical basis was presented in [64] and improved in [65].

For the relation between the standard matrix formulation and the canonical

formulation of HFB, see Refs. [42,66]. In the canonical basis, the HFB mean-
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field state takes the BCS-like form:

|Φ⟩ =
∏
α>0

(
uα + vαâ

+
α â

+
α

)
|0⟩ (2.25)

where |0⟩ is the vacuum state, â+α is the creation operator of ψα, and α the

conjugate partner to state α that corresponds to the same eigenvalue of ρ̂.

In practice, one deals with two types of fermions: protons and neu-

trons. To keep the notation simple, in the following, we assume that the

isospin quantum number is included in the quantum label α of the canonical

state. The HFB equations are derived variationally by minimizing the HFB

Routhian:

R = Etot −
∑

q∈{p,n}

ϵF,q
∑
α∈q

v2α −
∑
αβ

λαβ (⟨ψβ|ψα⟩ − δαβ) , (2.26)

with respect to ψα and vα. In Eq. (2.26) ϵF is the Fermi energy which is

also the Lagrange parameter for the particle-number constraint, and the λ̂

is the matrix of Lagrangian multipliers that guarantee the orthonormality

of canonical wave functions. Since ⟨ψβ|ψα⟩ = ⟨ψα|ψβ⟩∗, it is required that

the matrix λ̂ is Hermitian so that the number of its independent elements

coincides with the total number of independent constraints.

Variation of the Skryme and Coulomb energies with regard to the s.p.

wave function yields the HF Hamiltonian ĥ:

δ (ESkyrme + ECoul)

δψ†α
= v2αĥψα. (2.27)

By the chain rule for derivatives, (2.27) can be reduced to the variation with
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respect to the densities, which delivers explicit expressions for ĥ [11, 57] in

terms of of local densities in the standard fashion of nuclear EDFs [11].

The variation of the pairing energy with respect to the s.p. wave function

gives
δEpair

δψ†α
= uαvα

ˆ̃hψα + v2αĥ
′ψα. (2.28)

The first term is related to the variation with respect to the pairing density,

which yields the pairing potential [66]

h̃q(r) =
1

2
Vpair,qξq

[
1− ρ

ρ0,pair

]
, q ∈ {p, n}. (2.29)

The second term is the pairing-rearrangement term, brought by the density

dependence of the pairing functional. For simplicity, we treat the rearrange-

ment term ĥ′ as part of the HF Hamiltonian ĥ. The pairing potential h̃q(r)

is local. From Eq. 2.23, we can obtain the state-dependent pairing gap

∆αα =
∣∣∣⟨ψα|h̃qα|ψα⟩∣∣∣ , (2.30)

where the subscript qα is the isospin of state α. Another aspect of the

pairing is determined by the gap equation, which is obtained from the energy

variation with respect to vα:

0 = 4vα(hαα − ϵF,qα) + 2

(
v2α
uα
− uα

)
∆αα, (2.31)

where hαα are the diagonal matrix elements of the HF Hamiltonian. The

HF Hamiltonian together with the pairing potential constitutes the main

ingredients of the HFB equations.
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With the orthonormality of canonical states taken into account, the con-

strained variation of the total energy with respect to ψ†α yields the mean-field

equations:

Ĥαψα =
∑

βψβλβα, (2.32)

where

Ĥα = v2αĥ+ uαvα
ˆ̃h, (2.33a)

λβα =
1

2
⟨ψβ|Ĥα + Ĥβ|ψα⟩. (2.33b)

The mean-field equations (2.32,2.33) and the gap equations (2.31) constitute

the self-consistent HFB equations in the canonical basis.

In (2.33a) Ĥα is a state-dependent one-body Hamiltonian composed of

the HF Hamiltonian and the pairing potential. The full matrix λ̂ needs to

be taken into account because Ĥα is state-dependent [64, 65]. In contrast,

pure HF or HF+BCS calculations only require diagonal matrix elements λαα,

which are also known as s.p. energies. The Hermiticity of λ̂ is enforced by

explicit symmetrization in Eq. (2.33b). It can be shown by multiplying both

sides of Eq. (2.32) by ψ†β that the final solution should obey the symmetry

conditions

0 = λ−βα ≡
1

2

(
⟨ψβ|Ĥα|ψα⟩ − ⟨ψβ|Ĥβ|ψα⟩

)
. (2.34a)

One can combine these into one condition:

0 = ∆S ≡ 1

2

∑
q∈{p,n}

√
1

Ω2
q

∑
α,β∈q

∣∣∣λ−βα∣∣∣2. (2.34b)

The actual size of ∆S serves as a check for the convergence of the HFB
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solution.

It is to be noted that λ̂− vanishes when both s.p. states ψα and ψβ are fully

occupied (vα = vβ = 1) or unoccupied (vα = vβ = 0) since ⟨ψα|ĥ|ψβ⟩ =

⟨ψβ|ĥ|ψα⟩∗. Thus, for a pure HF calculation, ∆S measures the overlap

between occupied and unoccupied orbits, which should be zero at the self-

consistent solution.

2.4 Nuclear DFT solvers

Since the HFB equations are self-consistent, they need to be solved itera-

tively.

Over the years, a number of HFB solvers have been developed; a recent

summary can be found in Table 2 of Ref. [67]. These solvers can be divided

into two families. The codes belonging to the first group are based on the

expansion of s.p. wave functions in a finite set of basis functions such as

the harmonic oscillator (HO) eigenfunctions. Solvers of this type include:

HFBTHO [68, 69], which solves the axial (2D) HFB equations in the axial

HO or the transformed HO basis; HFODD [70–72], which solves the 3D HFB

equations in the Cartesian HO basis without assumption of self-consistent

symmetries; and HFBPTG [73], which solves the axial HFB equations in

the Pöschl-Teller-Ginocchio basis.

The basis-expansion method is efficient and has been successfully em-

ployed in large-scale calculations [58]. However, when it is applied to weakly-

bound nuclei, the performance of this method deteriorates as huge config-

uration spaces are required to describe the asymptotic behavior of HFB
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solutions. Here, the approach of choice is the HFB framework formulated in

the coordinate-space representation [40,42,43].

The coordinate-space solvers constitute the second family of HFB codes.

Examples of such solvers are: HFBRAD [74] that solves spherically symmet-

ric HFB problem using finite differences; HFB-AX [75] is a 2D solver based

on B-splines; SkyAx [76] is a highly optimized 2D HF + BCS code using the

fast Fourier transform (FFT) method to compute derivatives; Sky3D [77,78]

is a 3D extension of SkyAx; the predecessor of SkyAx and Sky3D is a 1D

spherical HF+BCS code using five-point finite differences which was pub-

lished first in [79] and has meanwhile been developed into a full spherical

HFB code Sky1D [80]; the HFB extension of SkyAx is Sky2D [80]; EV8

solves the Skyrme HF+BCS equations using the imaginary time method on

a 3D mesh that is limited to one octant by imposing time-reversal and spatial

symmetries [81, 82]; MOCCa [83, 84] is a Skyrme-HFB extension of EV8;

MADNESS-HFB [85] is a 3D HFB solver based on multi-resolution analysis

and multi-wavelet expansion; LISE is a 3D HFB solver [86] employing the

discrete variable representation (or Lagrange-mesh method) and fast Fourier

transforms; and there are also 3D HFB solvers based on the contour integral

of the Green’s function using the shifted Krylov subspace method [87,88].

18



Chapter 3

Microscopic origin of

reflection-asymmetric nuclear shapes

3.1 Introduction

While the most majority of atomic nuclei have g.s. shapes that are either

spherical or ellipsoidal (prolate or oblate), some isotopes exhibit pear-like

shape deformations that intrinsically break reflection symmetry. Charac-

teristic features of nuclear spectra, nuclear moments, and electromagnetic

matrix elements provide experimental support for such shapes [19,20]. Low-

energy negative-parity excitations in pear-shaped even-even nuclei are com-

monly attributed to octupole collective modes. As a result of this reason,

pear-shaped nuclei are commonly referred to as "octupole-deformed".

There are two regions of g.s. reflection-asymmetric shapes that have been

experimentally established over the years: the neutron-deficient actinides

around 224Ra and the neutron-rich lanthanides around 146Ba. Nuclear theory

systematically predicts these nuclei to be pear-shaped (for a recent summary

of theoretical results, see Ref. [21]). Other regions of pear-shaped nuclei
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predicted by theory, i.e., lanthanide nuclei around 200Gd as well as actinide

and superheavy nuclei with 184 < N < 206 are too neutron rich to be

accessible by experiment [21,58,89–91]. Deformation energy associated with

reflection-symmetry breaking shapes are, on general, substantially lower than

those associated with stable ellipsoidal shapes [92, 93]. As a result, beyond-

mean-field approaches are required for a quantitative description of octupole-

deformed nuclei; see, for example, Refs. [94–97].

According to the s.p. picture, the emergence of pear-shaped deformations

can be attributed to the mixing of opposite-parity s.p. shells [98, 99]. In

the macroscopic-microscopic (MM) approach, the macroscopic energy favors

spherical shapes. Therefore, stable refection-asymmetric shape deformations

obtained in the MM method [93, 100] can be traced back to the shape po-

larization originating from proton and neutron s.p. levels interacting via

parity-breaking fields. The results are usually explained in terms of the

deformation-driving proton or neutron shell effects because shell corrections

are computed independently for protons and neutrons. The proton-neutron

interactions are indirectly considered in the macroscopic energy with the

assumption of identical proton and neutron shape deformation parameters,

which follow those of the macroscopic term.

In general, in the description based on the mean-field approach, nuclear

shape deformations result from a coupling between collective surface vi-

brations of the nucleus and valence nucleons. The nuclear Jahn-Teller ef-

fect [13, 16] can be used to explain such a particle-vibration coupling mech-

anism [101]. The tendency towards deformation is particularly strong if the
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Fermi level lies just between close-lying s.p. states. In this instance, the

system could become unstable with respect to the mode that couples these

states. Simple estimates of the particle-vibration coupling (Jahn-Teller vi-

bronic coupling) for the quadrupole mode (multipolarity λ = 2) [102, 103]

demonstrate that its contribution to the mass quadrupole moment at low

energies doubles the quadrupole moment of valence nucleons. The HF anal-

ysis [17,18] confirmes this estimate. In particular, it has been shown that the

attractive isoscalar quadrupole-quadrupole term, which can be well approx-

imated by the neutron-proton quadrupole interaction, provides the largest

contribution to the quadrupole deformation energy.

When it comes to reflection-asymmetric deformations, the octupole mode

(multipolarity λ = 3) has the strongest particle-vibration coupling. This

coupling generates a vibronic Jahn-Teller interaction between close-lying

opposite-parity s.p. orbits that may result in a static reflection-asymmetric

shape. Such pairs of states can be discovered just above closed shells for

g.s. configurations of atomic nuclei and involve a unique-parity intruder

shell (ℓ, j) and a normal-parity shell (ℓ− 3, j − 3) around particle numbers

Noct = 34, 56, 88, and 134 [19]. Indeed self-consistent calculations system-

atically predict pear shapes for nuclei having proton and neutron numbers

close to Noct.

To understand the origin of reflection-asymmetric g.s. deformations, in

this study, we extend the quadrupole-energy analysis of Refs. [17,18] to odd-

multipolarity shapes. To this end we decompose the total HFB energy into

isoscalar, isovector, neutron-neutron (nn), proton-proton (pp), and neutron-
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proton (np) contributions of different multipolarities.

3.2 Multipole expansion of densities and HFB energy

In self-consistent mean-field approaches [11,56,62] with EDFs based on two-

body functional generators, the total energy of a nucleus can expressed as:

E = Tr(Tρ) + 1
2Tr(Γρ) +

1
2Tr(Γ̃ξ). (3.1)

Here T is the kinetic energy operator, Γ and Γ̃ are mean fields in particle-

hole (p-h) and particle-particle (p-p) channels, respectively, and ρ and ξ are

one-body p-h and p-p density matrices, respectively. (Instead of using the

standard pairing tensor [62], here we use the “tilde” representation of the p-p

density matrix [40].) The mean fields Γ and Γ̃ are defined as

T + Γ =
δE

δ′ρ
, (3.2)

Γ̃ =
δE

δ′ξ
, (3.3)

where δ′ denotes the variation of the total energy that neglects the depen-

dence of the functional generators on density, that is, the mean fields (3.2)

and (3.3) do not contain rearrangement terms [11].
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3.2.1 Multipole decomposition

As observed from Ref. [18], the density matrices and mean fields can be split

into different multipole components as

ρ = ρ[0] + ρ[1] + ρ[2] + ρ[3] + . . . (3.4a)

ξ = ξ[0] + ξ[1] + ξ[2] + ξ[3] + . . . , (3.4b)

Γ = Γ[0] + Γ[1] + Γ[2] + Γ[3] + . . . (3.4c)

Γ̃ = Γ̃[0] + Γ̃[1] + Γ̃[2] + Γ̃[3] + . . . , (3.4d)

where ρ[λ], ξ[λ], Γ[λ], and Γ̃[λ] are rank-λ rotational components of ρ, ξ, Γ, and

Γ̃, respectively. Traces appearing in Eq. (3.1) are invariant with respect to

unitary transformations, and, in particular, with regard to spatial rotations.

Therefore, the trace act like a multipolarity filter projecting the total energy

onto a rotational scalar. In this way, when the multipole expansions (3.4)

are inserted in the expression for the total energy (3.1), only diagonal terms

survive:

E = E[0] + E[1] + E[2] + E[3] + . . . , (3.5)

where

E[λ] =
1
2Tr(Γ[λ]ρ[λ]) +

1
2Tr(Γ̃[λ]ξ[λ]). (3.6)

In the above equation, we include the kinetic energy in the monopole energy

E[0] since T is a scalar operator which implies Ekin = Tr(Tρ) ≡ Tr(Tρ[0]).

Therefore we can define

E[0] = Ekin +
1
2Tr(Γ[0]ρ[0]) +

1
2Tr(Γ̃[0]ξ[0]). (3.7)
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When parity symmetry is conserved, only even-λ multipolarities appear

in expansions (3.4) and (3.5). In Refs. [17, 18], this allowed for the analysis

in terms of the monopole (λ = 0), quadrupole (λ = 2), and higher even-

λ components. In our work, we study broken-parity self-consistent states

with an emphasis on the reflection-asymmetric (odd-λ) components of the

expansion. It is worth noting that the integral of the isoscalar dipole density

ρ[1], i.e. the entire isoscalar dipole moment, vanishes by construction because

our multipole expansion is specified with respect to the nucleus’s center of

mass. Nevertheless, the dipole density ρ[1] and dipole energy E[1] can still be

nonzero.

In the spherical s.p. basis, the expansions (3.4) can be achieved by the

angular-momentum coupling of basis wave functions. An explicit basis trans-

formation is required since the HFB equations are usually solved in a de-

formed basis. Moreover, the direct angular-momentum coupling does not

benefit from the fact that Skyrme EDFs only depend on (quasi)local den-

sities, which is the property that significantly simplifies the HFB problem.

Inspired by the latter observation, in this work, we determine the multipole

expansions of (quasi)local densities and (quasi)local mean fields directly in

the coordinate space.

With axial symmetry assumed, particle density ρ(r) can be decomposed

as [104]

ρ(r) =
∑
J

ρ[λ](r)YJ,M=0(Ω), (3.8)

where

ρ[λ](r) =

∫
dΩρ(r)Y ∗J,M=0(Ω). (3.9)
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An identical decomposition can be carried out for all isoscalar (t = 0) and

isovector (t = 1) (quasi)local p-h densities [105] ϱt ≡ {ρt, τt, ∆ρt, Jt,∇·Jt},

plus local neutron (q = n) and proton (q = p) pairing densities ξq. The p-h

densities depend on neutron and proton densities in the usual way:

ϱ0 = ϱn + ϱp, ϱ1 = ϱn − ϱp. (3.10)

Our strategy is to use the energy-density expression for the time-even total

energy (3.1),

E =

∫
d3r

{
ℏ2

2m
τ0(r) + Eeven(r) + Ẽ(r)

}
, (3.11)

where the standard Skyrme energy densities read [105,106]:

Eeven(r) =
∑
t=0,1

Eevent (r), (3.12a)

Ẽ(r) =
∑
q=p,n

Ẽq(r), (3.12b)

where Eeven is defined in the Eq. 2.3 and

Ẽq(r) = 1
4Vq

[
1− V1

(
ρ(r)

ρ0

)γ]
ξ2q (r). (3.13)

For simplicity, the Coulomb energy is not included in Eq. (3.11).

It is convenient to rewrite the energy densities (2.3) in terms of local p-h
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and p-p potentials as

Eevent (r) = Vt(r)ρt(r) +
∑
ij

Vtij(r)Jtij(r), (3.14a)

Ẽq(r) = Ṽq(r)ξq(r), (3.14b)

where

Vt(r) = Cρ
t ρt(r) + C∆ρ

t ∆ρt(r)

+ Cτ
t τt(r) + C∇Jt ∇ · Jt(r), (3.15a)

Vtij(r) = CJ
t Jtij(r), (3.15b)

Ṽq(r) =
1
4Vq

[
1− V1

(
ρ(r)

ρ0

)γ]
ξq(r), (3.15c)

with indices i, j denoting the components of the spin-current tensor density

Jtij(r) in three dimensions. In analogy to Eqs. (3.8) and (3.9), we determine

the multipole expansions of the local potentials (3.15). In this way, the total

energy (3.5) can be decomposed into multipole components:

E[λ] =

∫
d3r

[∑
t=0,1

{
Vt[λ](r)ρt[λ](r) +

∑
ij

Vtij[λ](r)Jtij[λ](r)

}

+
∑
q=p,n

Ṽq[λ](r)ξq[λ](r)

]
.

(3.16)

Finally, the same strategy can also be applied to the Coulomb energy,

which contributes to the multipole terms of Eq. (3.5) through the multipole

expansions of both direct and exchange potentials:

ECoul
[λ] =

∫
d3r

[
1
2V

dir
[λ] (r) +

3
4V

exc
[λ] (r)

]
ρp[λ](r), (3.17)
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where

V dir(r) = e2
∫

d3r′ ρp(r
′)

|r − r′|
, (3.18)

V exc(r) = −e2
[
3
πρp(r)

]1
3 . (3.19)

3.2.2 Isospin and neutron-proton energy decomposition

The total energy can be expressed in the isospin and the neutron-proton

schemes. In the isospin scheme, the total energy can be written as

E = Et=0 + Et=1 + ECoul + Epair, (3.20)

where

Et = Ekin δt0 +

∫
d3rEevent (r), (3.21a)

Epair =
∑
q=p,n

∫
d3rẼq(r). (3.21b)

Note that the kinetic energy Ekin is included in the isoscalar energy Et=0.

The Coulomb energy ECoul is separated out because the Coulomb interaction

breaks the isospin symmetry. The pairing functional is not isospin invariant

either, as the neutron and proton pairing strengths are different.

By decomposing the isoscalar and isovector p-h densities ϱt into the neu-

tron and proton components (3.10), the total energy can be expressed in the

neutron-proton scheme [18]:

E = Ekin + Enn + Epp + Enp. (3.22)
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In Eq. (3.22), the individual Eqq′ components (q, q′ = n or p):

Eqq′ =

∫
d3r

[
Eevenqq′ (r) + δqq′Ẽq(r)

]
, (3.23)

are defined through the energy densities Eevenqq′ and Ẽq, which are bilinear in

the densities ϱq or ξq. In this scheme, the Coulomb energy ECoul is included

in the proton-proton energy Epp. As previously discussed, all of the energy

terms entering the isospin and neutron-proton decompositions can be ex-

panded into multipoles.

3.3 Results

The systems we studied are even-even barium (Ba), radium (Ra) and ura-

nium (U) isotopes. They are predicted to have stable pear-like shapes at

certain neutron numbers [21]. For comparison, we also calculate ytterbium

(Yb) isotopes which have stable quadrupole but no reflection-asymmetric

deformations. We performed axial HFB calculations using the code HF-

BTHO (v3.00) [69] for two Skyrme EDFs given by SLy4 [107] and UN-

EDF2 [108] parametrizations. We used the mixed-pairing strengths of Vn =

−325.25MeV and Vp = −340.06MeV (SLy4) and Vn = −231.30MeV and

Vp = −255.04MeV (UNEDF2). For UNEDF2, we did not apply the Lipkin-

Nogami treatment of pairing; instead, we took the neutron pairing strength

Vn to reproduce the average experimental neutron pairing gap for 120Sn, ∆n

= 1.245 MeV. The proton pairing strength Vp was adjusted proportionally

based on the default values of Vn and Vp.

In the first step, we performed parity-conserving calculations by constrain-
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ing the octupole deformation to zero and determined the corresponding equi-

librium quadrupole deformation β(0)
2 . At the fixed value of β(0)

2 , we varied β3

from 0.0 to 0.25. In the HFBTHO code, multipole constraints are actually

applied to quadrupole (Q20) and octupole (Q30) moments related to β2 and

β3 through

β2 = Q20/

(√
16π

5

3

4π
AR2

0

)
,

β3 = Q30/

(√
16π

7

3

4π
AR3

0

)
,

(3.24)

where A is the mass number, R0 = 1.2 fm×A1/3, and

Q20 =
〈
2z2 − x2 − y2

〉
,

Q30 =
〈
z
(
2z2 − 3x2 − 3y2

)〉
.

(3.25)

β3

ΔE
 (M

eV
)

UNEDF2
SLy4

146Ba
224Ra

Figure 3.1: The deformation energies, ∆E(β3) = E(β3) − E(β3 = 0), as functions of β3
for 224Ra (dashed lines) and 146Ba (solid lines) calculated at β(0)

2 with the SLy4 (circles)
and UNEDF2 (triangles) EDFs.
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Figure 3.1 shows reflection-asymmetric deformation energies ∆E(β3) =

E(β3) − E(β3 = 0) determined for 224Ra and 146Ba obtained in this way.

We see that UNEDF2 yields a higher octupole deformability than SLy4 for

both nuclei. This is consistent with the results in Ref. [21].

3.3.1 Multipole expansion of the deformation energy

0 1 2 3 4 5 6 7 8 9
λ

E d
iff

  (
M

eV
)

224Ra, SLy4

β3=0.15

β3=0.05

10−3

10−2

10−1

100

101

102

Figure 3.2: Convergence of Ediff(λ) (3.26) for 224Ra computed with SLy4 at β3=0.05
(dashed line) and 0.15 (solid line).

The convergence of the multipole expansion (3.5) provides a check on the

accuracy of our results. In Fig. 3.2, we show the energy difference,

Ediff(λ) =
λ∑

λ′=0

E[λ′] − E (3.26)

for 224Ra at two values of the octupole deformation, β3 = 0.05 and 0.15.

We see that at β3 = 0.15, the multipole components decrease exponentially
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with λ, with the monopole component off by about 150 MeV and the sum

up to λ = 9 exhausted up to about 20 keV. At a small octupole deformation

of β3 = 0.05, high-order contributions decrease. As expected, the octupole

component brings now less energy as compared to the quadrupole one. The

results displayed in Fig. 3.2 convince us that cutting the multipole expansion

of energy at λ = 9 provides sufficient accuracy.

SLy4 UNEDF2

146Ba

224Ra

ΔE
[λ

] (
M

eV
)

β3

[3] 

[1] 

[2] 
[0] 

(a) (b)

(c) (d)

Figure 3.3: Multipole components, ∆E[λ](β3) = E[λ](β3) − E[λ](β3 = 0), of the total
deformation energy shown in Fig. 3.1, plotted for λ = 0− 3 as functions of the octupole
deformation β3 at β(0)

2 . Upper (lower) panels show results for 224Ra (146Ba) obtained with
the SLy4 (left) and UNEDF2 (right) EDFs.

Figure 3.3 shows how the reflection-asymmetric deformation energy builds

up. It presents the four leading multipole components ∆E[λ](β3) = E[λ](β3)−

E[λ](β3 = 0), for λ = 0 − 3, of the deformation energies shown in Fig. 3.1.

We can see that the pattern of contributions of different multipolarities is

fairly generic: it weakly depends on the choice of the nucleus or EDF. Fig-

ure 3.3 clearly demonstrates that the main driver of reflection-asymmetric
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shapes is a strong attractive octupole energy ∆E[3]. The attractive dipole

energy ∆E[1] is much weaker. The monopole and quadrupole energies are

repulsive along the trajectory of β3 (with a fixed quadrupole deformation

β
(0)
2 ) and essentially cancel the octupole contribution. Indeed, one can note

that while individual multipole components can be of the order of tens of

MeV, the total reflection-asymmetric deformation energy shown in Fig. 3.1

is an order of magnitude smaller. Therefore, the final reflection-asymmetric

correlation results from a large cancellation between individual multipole

components, and even a relatively small variation of any given component

can significantly shift the net result. In addition, as discussed in Sec. 3.3.3

below, higher-order multipole components (λ > 3) can be important for the

total energy balance.

3.3.2 Isospin and neutron-proton structure of the octupole de-

formation energy

To analyze the origin of the octupole energy ∆E[3], in Fig. 3.4 we show

its isospin and neutron-proton components as defined in Eqs. (3.21a) and

(3.23). Again, a generic pattern emerges. In all cases, the octupole energy

is almost equal to its isoscalar part ∆Et=0
[3] . The isovector energy ∆Et=1

[3]

is indeed very small, even if the studied nuclei have a significant neutron

excess. The contribution from the pairing energy ∆Epair
[3] is also practically

negligible. In the neutron-proton scheme, the np component always clearly

dominates the nn and pp terms. The latter two are very small for UNEDF2

and hence ∆E[3] ≈ ∆Et=0
[3] ≈ ∆Enp

[3] for this EDF. For SLy4, the nn and
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SLy4 UNEDF2

146Ba

224Ra

Figure 3.4: Similar to Fig. 3.3 but for different isospin and neutron-proton components
of the octupole energy ∆E[3].

pp terms provide larger contributions to the octupole deformation energy,

accompanied by a reduction of the np term. Regardless of these minor

differences between the EDFs, we can safely conclude that it is the isoscalar

octupole component (or the np octupole energy component) that plays the

dominant role in building up the nuclear octupole deformation.

3.3.3 Reflection-asymmetric deformability along isotopic chains

At this point, we are ready to study structural changes that dictate the ap-

pearance of nuclear reflection-asymmetric deformations. The results shown

in Figs. 3.3 and 3.4 tell us that a mutual cancellation of near-parabolic

shapes of different components of the deformation energy results in a clearly

non-parabolic dependence of the total deformation energy, as seen in Fig. 3.1.
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Therefore, to trace back the positions and energies of the equilibrium reflection-

asymmetric deformations to the properties of specific interaction components

is not straightforward. To this end, we analyze the properties of reflection-

asymmetric deformabilities of nuclei, that is, we concentrate on the curva-

ture of reflection-asymmetric deformation energies at β3 = 0. To investigate

β 2
( β

3=
0)

Neutron number

(a) (b)

(c)

(d)U

Ba Ra

Yb

Figure 3.5: Equilibrium quadrupole deformations β(0)
2 as functions of N for the isotopic

chains of (a) Ba, (b) Ra, (c) U, and (d) Yb computed with the SLy4 EDF.

the variation of the reflection-asymmetric deformability with neutron num-

ber, we performed SLy4-HFB calculations for the isotopic chains of even-

even 138−152Ba, 214−232Ra, and 216−234U isotopes, which are in the region of

reflection-asymmetric instability, as well as 166−180Yb, which are expected to

be reflection-symmetric [21]. In Fig. 3.5 we show the baseline quadrupole de-

formations β(0)
2 . For the Ba, Ra, and U isotopic chains, spherical-to-deformed

shape transitions are predicted slightly above the neutron magic numbers.

The considered open-shell Yb isotopes are all predicted to be well deformed.
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U

Ba Ra

Yb

Figure 3.6: Similar to Fig. 3.5 but for the deformation energy ∆E = E(β3 = 0.05) −
E(β3 = 0).

As a quantitative measure of the octupole deformability, we analyze the

deformation energy ∆E = E(β3 = 0.05)− E(β3 = 0) calculated at a small

octupole deformation of β3 = 0.05, with the quadrupole deformation fixed

at β(0)
2 . We have checked that for different energy components, curvatures

∆E/β2
3 are stable within about 1% up to β3 = 0.05, so values of ∆E taken at

β3 = 0.05 constitute valid measures of the octupole stiffness. In Fig. 3.6 we

show the values of ∆E calculated for the four studied isotopic chains. We see

that the negative values of ∆E delineate regions of neutron numbers where

reflection-asymmetric deformations set in in Ba, Ra, and U isotopes [21].

We now study ∆E[λ], the multipole components of the total deformation

energy, for the four isotopic chains considered to see whether they could pro-

vide insights into the neutron-number dependence of octupole deformations.

Figure 3.7 shows that the answer is far from obvious. Indeed, we observe
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Figure 3.7: Similar to Fig. 3.5 but for the deformation energies ∆E[λ] = E[λ](β3 =
0.05)− E[λ](β3 = 0) for λ = 0− 3.

strong cancellations of contributions coming from different multipole com-

ponents of the reflection-asymmetric deformation energy. For example, both

the repulsive monopole and attractive octupole components are an order

of magnitude larger than the total deformation energies shown in Fig. 3.6.

Therefore, we can expect that in order to understand the behavior of the

deformation energies, higher-order multipole components ∆E[λ] should be

considered. Indeed, it has been early recognized that higher-order deforma-

tions can strongly influence the octupole collectivity of reflection-asymmetric

nuclei [109–116].

To better see accumulation effects with increasing multipolarity and sub-

tle fluctuations at different orders, in Fig. 3.8 we plot multipole components

of the octupole deformability summed up to λmax. Noting dramatically dif-

ferent scales of Figs. 3.6 and 3.8, we see that summations up to about λ = 5
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Figure 3.8: Similar to Fig. 3.7 but for the deformation energies ∆E = E(β3 = 0.05) −
E(β3 = 0) with multipole components summed up from λ = 0 to λmax. The values
of λmax are listed in the legend. The regions of deformed isotopes exhibiting reflection-
asymmetric instability in Fig. 3.6 are marked by shading.

or 7 are needed for the results to converge. Although the octupole compo-

nent contributes by far the most to the creation of the reflection-asymmetric

deformation energy, its effect is counterbalanced by a very large monopole

component and, therefore, even higher multipole components are instrumen-

tal in determining the total reflection-asymmetric deformability. This aspect

is underlined in the results shown in Figs. 3.9 and 3.10, where we separately

show analogous sums of only odd-λ (odd parity) and even-λ (even parity)

components, respectively. It is clear that the octupole polarizability is a re-

sult of a subtle balance between positive (repulsive) effect of the even-parity

multipoles and negative (attractive) effect of the odd-parity multipoles.
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Figure 3.9: Similar to Fig. 3.8 but for the cumulative sum involving odd-λ multipoles
only.
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Figure 3.10: Similar to Fig. 3.8 but for the cumulative sum involving even-λ multipoles
only.
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3.3.4 Relation to shell structure

To gain some insights into the shell effects behind the appearance of stable

reflection-asymmetric nuclear shapes, Figs. 3.11 and 3.12 show, respectively,

the s.p. level diagrams for 176Yb and 224Ra as functions of β2. While such

diagrams cannot predict symmetry breaking effects per se, they can often

provide qualitative understanding.

The well-deformed nucleus 176Yb is characteristic of a stiff octupole vi-

brator. Indeed, its nucleon numbers (Z = 70, N = 106) lie far from the

“octupole-driving” numbers Noct. Due to the large deformed Z = 70 gap

around β2 = 0.32, there are no s.p. states of opposite parity and the same

projection Ω of the total s.p. angular momentum on the symmetry axis that

could produce p-h excitations with appreciable λ = 3 strength across the

Fermi level. As for the neutron s.p. levels, the low-Ω positive-parity states

originating from the 1i13/2 shell lie below the Fermi level, which appreciably

reduces the 1i13/2 ↔ 2f7/2 strength. Because of the large quadrupole defor-

mations of Yb isotopes considered, the s.p. orbital angular momentum ℓ of

normal-parity orbitals is fairly fragmented within the shell [117]. As seen in

Figs. 3.10d and 3.9d, all multipole components of ∆E for 176Yb vary very

smoothly with neutron number.

The Nilsson diagram shown in Fig. 3.12 is characteristic of transitional

neutron-deficient actinides in which the octupole instability is expected. The

unique-parity shells, 1i13/2 proton shell and 1j15/2 neutron shell, are of par-

ticle character, which results in an appearance of close-lying opposite-parity

pairs of Nilsson levels with the same low Ω-values at intermediate quadrupole
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deformations. These levels can interact via the octupole field, with the dom-

inant π1i13/2 ↔ π2f7/2 and ν1j15/2 ↔ ν2g9/2 couplings.

As seen in Figs. 3.9 and 3.10, in the regions of octupole instability, the

monopole and quadrupole deformation energies become locally reduced while

the octupole and dotriacontapole (λ = 5) contributions to ∆E grow. Ac-

cording to our results, the effect of the dotriacontapole term is essential

for lowering ∆E around Noct. This not surprising as the main contribu-

tion to the dotriacontapole coupling comes from the ∆ℓ = ∆j = 3 excita-

tions [113,115], i.e., the octupole and dotriacontapole correlations are driven

by the same shell-model orbits. Interestingly, it is the attractive λ = 5

contribution to ∆E rather than the octupole term that exhibits the local

enhancement in the regions of octupole instability.

The shallow octupole minima predicted around 146Ba result from an in-

terplay between the odd-λ deformation energies, which gradually increase

with N (see Fig. 3.9a) and the even-λ deformation energies, which gradually

decrease with N (see Fig. 3.10b). Again, the dotriacontapole moment is

absolutely essential for forming the octupole instability.

3.4 Summary: Origin of reflection-asymmetric defor-

mations

In this chapter, we used the Skyrme-HFB approach to study the multipole

expansion of interaction energies in both isospin and neutron-proton schemes

in order to analyze their role in the appearance of reflection-asymmetric

g.s. deformations. The main conclusions and results of our study can be
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summarized as follows:

1. Based on the self-consistent HFB theory, reflection-asymmetric ground-

state shapes of atomic nuclei are driven by the odd-multipolarity isoscalar

(or, in neutron-proton scheme, np) part of the nuclear interaction en-

ergy.

2. The most favorable conditions for reflection-asymmetric shapes are in

the regions of transitional nuclei with neutron and proton numbers just

above magic numbers. For such systems, the unique-parity shell has a

particle character, which creates favorable conditions for the enhanced

∆ℓ = ∆j = 3 octupole and dotriacontapole couplings.

3. The presence of high-multipolarity interaction components, especially

λ = 5 are crucial for the emergence of stable reflection-asymmetric

shapes. Microscopically, dotriacontapole couplings primarily come from

the same ∆ℓ = ∆j = 3 p-h excitations that are responsible for octupole

instability. According to our calculations, the attractive λ = 5 contri-

bution to the octupole stiffness is locally enhanced in the regions of

reflection-asymmetric g.s. shapes.

In summary, stable pear-like g.s. shapes of atomic nuclei result from a

dramatic cancellation between even- and odd-multipolarity components of

the nuclear binding energy. Small variations in these components, associ-

ated, e.g., with the s.p. shell structure, can thus be instrumental for tilting

the final energy balance towards or away from the octupole instability. One

has to bear in mind, however, that the shell effect responsible for the spon-

taneous breaking of intrinsic parity is weak, as it is associated with the
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appearance of isolated ∆ℓ = ∆j = 3 pairs of levels (parity doublets) in

the reflection-symmetric s.p. spectrum. In this respect, the breaking of the

intrinsic spherical symmetry in atomic nuclei (presence of ellipsoidal defor-

mations) is very common as every spherical s.p. shell (except for those with

j = 1/2) carries an intrinsic quadrupole moment that can contribute to the

vibronic coupling.
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Figure 3.11: Single-particle (canonical) neutron (top) and proton (bottom) SLy4-HFB
levels as functions of β2 (β3 = 0) for 176Yb. Solid (dashed) lines indicate positive-
(negative-) parity levels. Fermi levels εF at N = 106 and Z = 70 are marked by dash-
dotted lines. The equilibrium deformation of 176Yb is indicated by a vertical dotted line.
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Chapter 4

Nucleon localization function in

rotating nuclei

4.1 Introduction

As discussed in Sec. 1.4, nuclear rotation strongly depends on nuclear shell

structure. Although rotation is essentially a time-dependent problem, the in-

troduction of a rotating intrinsic frame through the cranking approximation

transforms the time-dependent problem into a time-independent one [118].

The cranking term added to the nuclear Hamiltonian can be interpreted as a

constraint on the angular momentum, with the rotational frequency playing

the role of the Lagrange multiplier.

The spatial electron localization function (ELF) was originally introduced

in the context of electronic HF studies to characterize shell structure in atoms

and chemical bonds in molecules [119–124]. In nuclear structure research,

the nucleon localization function (NLF) has been applied to identify clusters,

fission fragments , and nuclear pasta [29–32,34–38]. Compared to nucleonic

densities that are fairly constant in the nuclear interior, the NLF’s character-
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istic oscillating pattern due to shell effects quantifies nuclear configurations

much better. As a result, it is considered to be a good indicator of the inter-

play between collective nuclear modes and s.p. motion. The NLF is defined

as

Cτqsµ(r) =

1 +(Dqsµ(r)

τTFqsµ(r)

)2
−1 , (4.1)

Dqsµ = τqsµ −
1

4

∣∣∇ρqsµ∣∣2
ρqsµ

−

∣∣∣jqsµ∣∣∣2
ρqsµ

, (4.2)

where τqsµ, ρqsµ and jqsµ are density dependent local densities, and τTFqsµ is

the Thomas-Fermi kinetic-energy density. More details and extensions of the

NLF can be found in Ref. [39].

In the work [39], we used the NLF to study the nuclear response to ro-

tation. We considered the case of superdeformed (SD) 152Dy, a quintessen-

tial nuclear rotor that has been investigated in a number of self-consistent

works [125–127]. My contribution to this project is to solve the cranked

harmonic-oscillator (CHO) model and compare the patterns with the results

of cranked HF calculations.

4.2 Cranked Harmonic Oscillator calculations

In the previous study of the NLF, the HO model was used to provide an

illustrative guidance [30]. In this work, we study the NLF patterns of the

SD CHO model with frequencies ω⊥ = ωx = ωy = 2ωz. Since the HO

potential is spin-independent, every s.p. HO level is doubly-degenerate. We

46



assume that the rotation takes place around the y-axis. The s.p. Routhians

and wave functions of the CHO can be obtained analytically [26, 128, 129].

We wish to emphasize that our CHO results were obtained without imposing

the consistency relation between mean-field ellipsoidal deformation and the

average density distribution [25,129].
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Figure 4.1: Single-particle Routhians of the SD CHO model belonging to the supershells
Nshell = 6 and 7. The CHO quantum numbers [n1, n2, n3] are given in brackets. Positive-
parity and negative-parity states are indicated by solid and dashed lines, respectively.
The rotational frequency ω is expressed in units of ω0 =

3
√
ωzω2

⊥ while the Routhians E
in units of ℏωz. Each level is doubly degenerate due to the two possible spin orientations.
The crossing between the lowest N = 7 Routhian [0,0,7] and the [3,0,0] Routhian at
ω/ω0 ≈ 0.2 is marked by the arrow.

To relate the CHO analysis to the cranked Hartree-Fock (CHF) results

for SD 152Dy, we study a SD HO potential filled with 60 particles, which

corresponds to a closed SD supershell Nshell ≡ 2(n1 + n2) + n3 = 6 [25,130–
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132]. The corresponding s.p. Routhians are shown in Fig. 4.1 as functions

of ω. A supershell of a SD HO consists of degenerate positive- and negative-

parity states. This degeneracy is lifted by rotation: the orbits with no CHO

quanta along the rotation axis (n2 = 0) and the largest possible value of the

difference (n3 − n1) carry the largest s.p. angular momentum. In Fig. 4.1

those are the [n1,n2,n3] = [0,0,7] (N = 7) and [0,0,6] (N = 6) Routhians.

4.3 Results and discussion

4.3.1 General considerations

In a rotating system, the current density j characterizes the collective ro-

tational behavior [127, 133–140]. Figure 4.2 shows how the current density

builds up in the CHO model. As rotational frequency increases, a pattern

of the vector field j resembling a rigid-body rotation gradually develops. At

ω = 0.2ω0, the lowest N = 7 Routhian [0,0,7] becomes occupied and the

[3,0,0] level becomes empty, see Fig. 4.1. As the orbital [0,0,7] is strongly

prolate-driving and it carries large s.p. angular momentum, and the Routhian

[3,0,0] has large negative quadrupole moment (oblate), the associated con-

figuration change (band crossing) results in a large increase in the angular

momentum alignment and intrinsic deformation, see Fig. 4.2. This effect is

also present in CHO calculations which consider the potential-density con-

sistency relation [132].
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Figure 4.2: Current density j in the x-z (y = 0) plane, calculated in the CHO model
with 60 particles in a SD HO well for four values of rotational frequency ω (in units of
ω0). The magnitude |j| (in fm−4) is shown by color and line thickness.

4.3.2 Simplified nucleon localization function

An important consequence of the rigid-body flow is that the current density

only contributes significantly to the NLF at the surface. This observation

should be valid in most cases even if an irrotational flow exists (see examples

in Refs. [136, 141]). The same argument is also valid for the contribution

to the NLF from the density gradient term |∇ρqs|2, which has a surface

character. Consequently, we define a simplified localization measure as:

Cτqsµ(r) =

1 +(τqsµ(r)
τTFqsµ(r)

)2
−1 , (4.3)

which does not include contributions from the current density and density

gradient. Figure 4.3 shows C, Cτ , and their difference obtained in the CHO

model; we indeed see that Cτ exhibits the same pattern as C inside the

nuclear volume. These two localization functions differ only in the surface

region. At lower frequencies, this difference is even less pronounced.

Therefore, the simplified localization function Cτ is a useful tool to char-
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Figure 4.3: C (top), Cτ (middle), and their difference (bottom) in the x-z (y = 0) plane,
calculated in the CHO model with 60 particles in a SD HO well for five values of rotational
frequency ω (in units of ω0).

acterize intrinsic configurations in most cases, except perhaps for dynamic

processes and high-energy modes where the current density and density gra-

dient can become appreciable inside the nucleus.

4.3.3 Angular-momentum alignment: Cranked harmonic-oscillator

analysis

In this section, we use the CHO model to illustrate some general features of

the NLF and local densities. First, to show the usefulness of Cτ when it comes

to the visualization of nucleonic shell structure and angular-momentum align-
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ment, we come back to Fig. 4.3. A characteristic regular pattern seen at

ω = 0 gradually gets blurred with ω. At ω = 0.2ω0, where the band crossing

occurs, Cτ rapidly changes. Namely, the number of maxima along the z axis

increases as the [0,0,7] orbit becomes occupies, and the number of maxima

along the x axis decreases as the [3,0,0] state gets emptied.

To clearly see the evolution of Cτ with ω, we consider the indicator

∆Cτ(r;ω) ≡ Cτ(r;ω)− Cτ(r;ω = 0). (4.4)

This quantity is shown in Fig. 4.4 together with the corresponding variations

∆τ and ∆τTF relative to the nonrotating case.
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Figure 4.4: Cτ (top), τ (in fm−5, middle) and τTF (in fm−5, bottom) in the x-z (y = 0)
plane, calculated in the CHO model with 60 particles in a SD HO well. The first column
shows the reference plots at ω = 0 while the other columns show the rotational dependence
relative to the ω = 0 reference as a function of ω (in units of ω0).

One can notice that there is a clear correspondence between the peaks of
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∆Cτ and valleys (peaks) of ∆τ (∆τTF), which is consistent with Eq. (4.3).

This observation suggests that ∆τ and ∆τTF are in antiphase, which results

in a constructive interference when considering their ratio.

5 0 5

10

0

10 ∆τ

[0, 0, 6]→ [1, 0, 5]

5 0 5

[0, 1, 4]→ [1, 1, 3]

5 0 5

[1, 0, 4]→ [2, 0, 3]

5 0 5
x (fm)

[0, 2, 2]→ [1, 2, 1]

5 0 5

[1, 1, 2]→ [2, 1, 1]

5 0 5

[2, 0, 2]→ [3, 0, 1]

5 0 5

total

0

> 0

< 0

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

z 
(f

m
)

Figure 4.5: Changes in the kinetic-energy density τ due to p-h excitations (at ω = 0) from
the SD shell Nshell = 6 to the next supershell Nshell = 7 in Fig. 4.1. These excitations
are induced in the CHO description of a 60-particle system by the cranking term. The
rightmost panel shows the uniform average of individual p-h contributions.

As discussed in [39], the kinetic-energy density τ is sensitive to the nodal

structure of s.p. wave functions. This sensitivity can thus be utilized for the

visualization of the alignment process seen in the pattern of ∆τ in Fig. 4.4.

(For discussion of quasimolecular states in light nuclei based on the nodal

structure of the s.p. densities and currents, see Ref. [140].) The cranking op-

erator ωL̂y induces the particle-hole (p-h) excitations across the Fermi level.

The low-energy excitations correspond to ∆N = 0 (∆n1 = ±1, ∆n2 =

0, ∆n3 = ∓1) transitions.

Figure 4.5 shows the variation of τ at ω = 0 induced by six such p-h

excitations across the N = 60 gap from the occupied supershell Nshell = 6 to

the empty supershell Nshell = 7; see Fig. 4.1. The [0,0,6]→[1,0,5] excitation

can be associated with that between the [660]1/2 (61,2) and [651]3/2 (63,4)

Nilsson levels. Both are rotation-aligned, prolate-driving orbits, and the cor-

responding ∆τ plot exhibits a nodal pattern along the symmetry axis. On

the other extreme, the [2,0,2]→[3,0,1] excitation corresponds to a [420]1/2
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([422]3/2)→[411]3/2 ([413]5/2) transition, which involves deformation-aligned

orbits. The related ∆τ plot exhibits a nodal pattern along the minor axis.

By summing up all six contributions, one arrives at a pattern in the last

panel of Fig. 4.5, which is indicative of a change in τ due to rotation. Inter-

estingly, this pattern is quite similar to that of Fig. 4.4 at ω = 0.15ω0. We

can thus conclude that, for a system that is strongly elongated along z axis,

rotation-aligned s.p. states with large n3 leave a strong imprint on ∆τ and

∆Cτ .

4.4 Summary: Nucleon localization function in rotat-

ing nuclei

In this chapter, we solved the CHO model and used the NLF to interpret

the results. The NLF involves various local densities, among which the

current density j, density gradient ∇ρ, and spin-current tensor density J

are appreciable only in the surface region. By neglecting surface effects, we

defined a simplified localization measure Cτ , which involves only the kinetic-

energy density τ and the Thomas-Fermi kinetic energy density τTF. We

argue that Cτ is amplified by the out-of-phase spatial oscillation of τ and

τTF attributed to the specific nodal structure of high-N s.p. states. The

CHO results also demonstrate that Cτ is an excellent indicator of the nodal

structure for the rotating nuclei. These conclusions are consistent with the

CHF analysis.
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Chapter 5

Development of Three-dimensional

Skyrme HFB solver

5.1 Introduction

As we discussed in Sec. 1.3, the description of weakly bound exotic nuclei

requires more computational effort and the pairing must be treated within

the full HFB scheme. Furthermore, the corresponding self-consistent den-

sities are usually very extended in space, necessitating the use of huge s.p.

base or boxes.

Two families of HFB solvers are briefly summarized in Sec. 2.4. The major

difference between basis-based and mesh-based methods is the treatment of

one-quasiparticle continuum space [41,43,142,143]. In the case of coordinate-

space methods, the discretized continuum strongly depends on the geometry

of the spatial box, the grid size, and the method employed for the repre-

sentation of derivatives. For large 3D boxes and dense grids, the size of the

discretized continuum space quickly becomes intractable as the maximum

allowed q.p. energy increases. As proposed in Refs. [64, 65], a promising
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approach to solve the coordinate-space HFB problem is the canonical-basis

HFB method. The one-body density matrix is diagonal in the canonical ba-

sis, and its eigenstates are spatially localized if the nucleus is particle-bound.

Because of this localization, the s.p. continuum level density is significantly

reduced. Inspired by these features, we developed and benchmarked a 3D

Skyrme-HFB solver HFBFFT in the coordinate-space representation.

The theoretical framework of this project is described in Sec. 2.3.1. The

new code is based on the published code Sky3D [77, 78]. Sky3D has

been well optimized for performance and parallelized with OpenMP and

MPI [144]. In HFBFFT, we maintain a high-level parallelization, making

it scalable on modern supercomputers. In order to overcome the pairing

collapse problem mentioned in Ref. [65], we implemented the soft energy

cutoff of pairing space and developed the annealing of pairing strengths to

avoid pairing deadlock at an early stage. Furthermore, we introduced the

sub-iteration method in the configuration space to stabilize and speed up

the convergence. We also resolved the problem of Hermiticity violation in

Sky3D brought by the incompatibility between the product rule and the

Fourier-transform-based algorithm for derivatives. To test the validy and

accuracy of HFBFFT, we studied several nuclear systems and benchmarked

our results against HFBTHO and the coordinate-space HFB codes Sky1D

and Sky2D, which solve the HFB problem in 1D (spherical) and 2D (axial)

geometries, respectively.
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5.2 Numerical representation

5.2.1 Numerical realization on a 3D coordinate-space grid

In this section, we introduce the essentials of the numerical representation.

For simplicity, our discretization strategy is explained here for one dimension

as an example; the generalization to 3D is straightforward.

All wave functions, densities and fields are defined on a three-dimensional

equidistant Cartesian grid. The grid points in the x direction are

xν =

(
−Nx + 1

2
+ ν

)
δx, ν = 1, . . . , Nx, (5.1)

where Nx is the (even) number of grid points and δx is the grid spacing. Sim-

ilar gridding applies to the y and z directions. The action of local operators

on a coordinate-space grid is a simple multiplication of the local operator

field and the wave function. The action of momentum operators, such as

in the kinetic energy, requires first and second derivatives defined in Fourier

space. The Fourier technique has been proved to be superior in precision and

advantageous for large grids [145]. It is noteworthy that the direct Coulomb

potential is also solved in Fourier space. The Coulomb solver has to fulfill

the condition that the result in the box is the correct solution to Poisson’s

equation with the boundary condition of zero potential at infinity. The al-

gorithm to solve Poisson’s equation for an isolated charged distribution has

been implemented in Sky3D. It follows the ideas of [146, 147] by doubling

the 3D grid, folding the proton density with the 1/r Green’s function in

momentum space and then restricting the final solution inside the original
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box. A subtle point is the setting of the Coulomb field at k = 0 in reciprocal

space. We optimized it empirically to typical nuclear situations, for details

see [77], which leaves a possible uncertainty of a few keV just at the edge of

the last digit in the comparisons presented in this paper.

The discrete grid points kn in Fourier space are related to the same number

of grid points xν in the coordinate space as:

kn =


(n− 1)δk, n = 1, . . . ,

Nx

2

(n−Nx − 1)δk, n =
Nx

2
+ 1, . . . , Nx

, (5.2a)

δk =
2π

Nxδx
. (5.2b)

Note that the coordinate-space grid (5.1) in combination with the conjugate

momentum-space grid (5.2), imposes no spatial symmetry at all. But the

particular examples considered for benchmarking in this study obey reflec-

tion symmetry in all three directions.

A wave function ψ(xν) in coordinate space is related to a wave function

ψ̃(kn) in Fourier space by the discrete Fourier transform and its inverse

ψ̃(kn) =

Nx∑
ν=1

exp (−iknxν)ψ(xν), (5.3a)

ψ(xν) =
1

Nx

Nx∑
n=1

exp (iknxν)ψ̃(kn). (5.3b)

Both can be efficiently computed via the FFT algorithm provided by the

FFTW3 library [148]. This complex Fourier representation implies that the

function ψ is periodic, i.e., ψ(x + Nx · δx) = ψ(x). The appropriate inte-

gration scheme that complies with the above summations is the trapezoidal
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rule ∫ Nx
2 δx

−Nx
2 δx

dx f(x) ≈
Nx∑
ν=1

f(xν)δx, (5.4)

where all terms are added up with equal weights.

In Fourier space, the m-th derivative becomes a multiplication by (ikn)
m.

One proceeds then in the following way: First, a forward transform (5.3a)

is performed; then ψ̃(kn) is multiplied by (ikn)
m; and finally (ikn)

mψ̃(kn) is

transformed back to the coordinate space by Eq. (5.3b). One should note

that there is an arbitrariness about the choice of momentum kNx/2+1: it can

be taken as ±Nx

2 δk. This arbitrariness does not alter the transforms (5.3a,

5.3b) but gives different results of the m-th derivative when m is odd (no

impact when m is even). A natural choice is to equally split ψ̃(kNx/2+1)

between the positive and negative momenta, making them cancel each other

in the final result of an odd-order derivative. It is equivalent to setting

ψ̃(kNx/2+1) = 0. This choice ensures that the derivative of a real-valued

function is still real-valued; it also means that the second derivative is not

equivalent to two consecutive first derivatives in this framework. The re-

maining problem is the Hermiticity breaking caused by the product rule; we

will discuss it in Sec. 5.2.6.

5.2.2 Solution by accelerated gradient iteration

The solution of the coupled HFB equations is obtained by interlaced iter-

ations of the gap equation and the mean-field equation. The gap equation
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(2.31) can be solved in a closed form and it yields: vα

uα

 =

√
1

2
∓ 1

2

hαα − ϵF,qα√
(hαα − ϵF,qα)2 +∆2

αα

. (5.5)

The Fermi energy ϵF needs to be adjusted to fulfill the particle-number con-

dition

ϵF,q ←→
∑
α∈q

v2α = Nq, (5.6)

where Nq is the required particle number. Note that only the diagonal

elements of the pairing potential and the HF Hamiltonian in the canonical

basis enter (5.5); hence, no information about the non-diagonal elements is

needed to determine the occupation amplitudes.

The solution of the mean-field equation (2.32) is obtained by the damped

gradient iteration [77, 145, 149, 150] interlaced with updating the matrix λ̂

for the orthonormality constraint. The steps are:

1. For given {ψα, vα, uα, α = 1, ...,Ω} compute the local densities, the HF

Hamiltonian ĥ and the pairing potential ˆ̃h.

2. Compute the action of ĥ and ˆ̃h on all ψα and store the result in work

arrays Ψα and Ψ̃α, i.e.,

ĥψα −→ Ψα, (5.7a)

ˆ̃hψα −→ Ψ̃α, (5.7b)

for α = 1, . . . ,Ω.

3. Use Ψα and Ψ̃α to compute and store the s.p. energies and pairing gaps
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hαα = ⟨ψα|Ψα⟩, (5.8a)

∆αα =
∣∣∣⟨ψα|Ψ̃α⟩

∣∣∣ . (5.8b)

4. Evaluate and store the action of the generalized mean-field Hamiltonian

(overwriting Ψα)

Hαψα = v2αΨα + uαvαΨ̃α −→ Ψα. (5.9)

5. Apply the matrix of Lagrange multipliers on all ψα; compute and store

(again overwriting Ψα)

Ψα −
∑
β

ψβλβα −→ Ψα. (5.10)

6. Apply the damping operation D̂ and orthonormalization Ô

ψ(new)
α = Ô

{
ψα − D̂Ψα

}
, (5.11a)

D̂ =
x0

v2α(T̂ + E0) +
1
2uαvαh̃0

, (5.11b)

where x0, E0, and h̃0 are adjustable numerical parameters. The em-

pirical values x0 = 0.45, E0 = 100 MeV and h̃0 = max
[
h̃n(r), h̃p(r)

]
are used in our calculations. It is worth noting that the lower bound of

uαvα and v2α in D̂ is set to be 10−1 for numerical stability.

7. With the new hαα and ∆αα from step 3, compute new occupations vα
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and uα using Eq. (5.5).

8. Reevaluate the action of the generalized mean-field Hamiltonian on all

ψα and compute the matrix of Lagrange multipliers

λβα =
⟨ψβ|Ĥα|ψα⟩+ ⟨ψα|Ĥβ|ψβ⟩∗

2
. (5.12)

The above iteration usually starts from a number of HF+BCS steps, which

are done in the same way as in Sky3D. The HF+BCS calculation is initial-

ized by a 3D HO wave function that can be triaxially deformed. To achieve

better convergence, in step 1 the new densities are mixed linearly with the

old ones:

κ(n) = (1− γ)κ(n−1) + γκ
(n)
ψ , κ = ρ, τ or ξ, (5.13)

where n is the iteration number, subscript ψ denotes the density directly

computed from the wave functions, and γ is the adjustable mixture ratio

with a default value of 0.2.

5.2.3 Sub-iterations in configuration space

The damped gradient scheme outlined in Sec. 5.2.2 converges, but requires

more iterations in the HFB scheme as compared to the HF + BCS used

in Sky3D. It also involves operations on the full 3D grid which can make

computations cumbersome. The pairing part in the iterative steps works

predominantly within the given space of canonical states. Thus one can

reduce the total numerical expense by the sub-iteration method: switching

between the full 3D step and a fast iterative solver in configuration space.
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To this end, we map the mean-field equations into configuration space with

the expansion

ψα =
Ω∑
n=1

φncnα, (5.14)

where {φn} is a set of s.p. states acting as the expansion basis. For simplicity

we choose an expansion basis such that c(0)nα = δnα at the beginning. Inserting

(5.14) into the HFB mean-field equations (2.32) yields

λ−βα =
∑
mn

c∗nβ

〈
φn

∣∣∣∣∣Ĥα − Ĥβ

2

∣∣∣∣∣φm
〉
cmα = 0. (5.15)

Eq. (5.15) is essentially the same as the symmetry condition (2.34a). It is

solved by a simple damped gradient iteration:

c(new)nα = Ô

cnα − δ

hnn−h11+E0

∑
m

Hα,nmcmα −
∑
β

cnβλβα


= Ô

cnα − δ

hnn−h11+E0

∑
β

cnβλ
−
βα

 ,

(5.16)

where Hα,nm = ⟨φn|Ĥα|φm⟩ and

λβα =
1

2

∑
mn

c∗nβ (Hα,nm +Hβ,nm) cmα. (5.17)

The (interlaced) solution of the gap equations remains as before, but we do

not update the local densities, the HF Hamiltonian ĥ and the pairing po-

tential ˆ̃h in configuration space. The convergence of the iteration is checked,

again, by the symmetry condition (2.34b). The most efficient combination

of the full 3D step with the iterations in configuration space is a matter of

experience, see Sec. 5.3.
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5.2.4 Soft cutoff on pairing-active space

It is well known that the HFB equations with local interactions diverge when

solved in infinite quasiparticle/canonical space [40]. To limit the pairing-

active space, all local densities (2.5) are augmented by the cutoff factor wα,

for instance the particle and pairing densities:

ρ(r) =
∑
α

wαv
2
α

∑
s

|ψα(r, s)|2, (5.18a)

ξ(r) =
∑
α

wαuαvα
∑
s

|ψα(r, s)|2. (5.18b)

The same augment also applies to the kinetic-energy and the spin-orbit densi-

ties. A fixed number of states (realized by setting wα = 1 or 0) is dangerous

for two reasons. First, it hinders the portability of the pairing functional

between codes and nuclei, because the s.p. space depends on the basis rep-

resentation. Second, level crossings near the hard cutoff can induce jumps

of the pairing energy. These problems can be solved by pairing renormal-

ization [42,151] which, however, could be impractical in a full 3D treatment

that involves huge canonical spaces. Therefore, a commonly used remedy is

to use a soft pairing cutoff [152,153]

wα =
1

1 + exp

(
hαα − ϵF −∆ϵcut

∆ϵcut/10

) . (5.18c)

The cutoff places a fixed band ∆ϵcut above the actual Fermi energy ϵF. We

are going to use here ∆ϵcut = 15 MeV. It is important to note that the soft
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cutoff modifies the state-dependent Hamiltonian Ĥα:

Ĥα = wα

(
v2αĥ+ uαvα

ˆ̃h
)
, (5.19)

which defines all the ingredients entering the canonical HFB equations.

5.2.5 Strategies to avoid premature pairing breakdown

The pairing comes along with a second-order superfluid-to-normal phase

transition [62]. Below the critical pairing strength, the HFB pairing gap re-

mains exactly zero. Above this critical strength, pairing becomes active and

the gap starts to grow quickly. However, the onset of pairing is often delayed

in a numerical calculation. The problem is that zero pairing remains a valid

solution to the HFB (BCS) equations, but an unstable one. It can then take

a very long time before the algorithm overcomes the instability and drives

towards a stable solution with nonzero pairing gap. As a consequence, an

iteration scheme can easily be deadlocked due to a pairing breakdown. This

is a well-known problem. Most algorithms incorporate recovery strategies,

such as occasional kickoffs by giving the pairing gap an artificial value, small

enough not to spoil the physics but large enough to revive the pairing mech-

anism.

There is a more insidious problem with the state-dependent pairing gap

∆αα: it can happen that one canonical state logs out from the pairing sce-

nario and gets stuck in its own pairing breakdown ∆αα → 0. To understand

that, we inspect Eq. (2.32) and recall that Ĥα = vα

(
vαĥ+ uα

ˆ̃h
)
. Far above

the Fermi energy, we encounter states with uα ≫ vα such that Ĥα ≈
ˆ̃h be-
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comes a purely local operator. The solution to the mean field equation is

ψ ∝ δ(r − rmin) where rmin is the point ˆ̃h has a minimum. In practice, this

will be the representative of a δ-function on the grid, slightly mellowed by

orthonormalization to other states. As a consequence, the state acquires a

very high kinetic energy and a very high canonical s.p. energy, which drives

the solution of the gap equation (5.5) even more toward vα → 0. This as

such is a valid physical mechanism as long as the iterations curb down the

occupations slowly from above. It becomes a problem if some vα gets stuck

at zero at the very early stage of the iterative process. Once this has hap-

pened, the state α is locked out of the pairing space. In order to avoid this

from happening, we adopt a strategy similar to simulated annealing [154]

and start the iteration scheme with an enhanced effective pairing strength

which gradually reduces to the physical strength as

V
(eff)
pair = Vpair

(
ηenh

max(Nenh − iter, 0)
Nenh

+ 1

)
, (5.20)

where iter is the iteration number. In practice, we use an enhancement

factor ηenh = 2 and Nenh = 400. With this choice, the lock-in problem in

the most critical early phase of iterations is avoided.
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5.2.6 Hermiticity restoration

According to Refs. [77, 78], the explicit expression of applying the Skyrme

HF Hamiltonian ĥ on a wave function ψ can be written as:

ĥψ = U(r)ψ −∇ · [B(r)∇]ψ

+
i

2
[W · (σ ×∇)ψ + σ · ∇ × (Wψ)] .

(5.21)

This expression can be directly derived from the Skyrme EDF via Eq. (2.27),

without invoking the product rule. In [78] it was noted that the product

rule is not perfectly fulfilled when derivatives are evaluated via the discrete

Fourier transform. Therefore, in Sky3D version 1.1 the commonly-adopted

form of the spin-orbit term

iW · (σ ×∇)ψ (5.22)

was replaced by the one given in Eq. (5.21); with∇×W = 0, these two forms

are connected by the product rule. However, the second term of ĥψ, which

involves a position-varying differential operator, is still calculated through

the product rule in Sky3D:

∇ · [B(r)∇]ψ =
∑
i=x,y,z

∂B

∂i

∂ψ

∂i
+B

∂2ψ

∂i2
. (5.23)

Unfortunately, evaluating Eq. (5.23) with the FFT-based differentiation breaks

the Hermiticity of the operator [155]. This point is confirmed by computed

results shown in Sec. 5.3.3.

Instead of using Eq. (5.23), the simplest way to restore Hermiticity in the
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evaluation of ∇ · (B∇ψ) is to compute two consecutive first-order deriva-

tives. But, as discussed in Sec. 5.2.1, this creates a problem with the second

derivative that involves the Fourier component ψ̃(kNx/2+1). According to

Ref. [155], one should keep the term ψ̃(kNx/2+1) in the two first derivatives,

and average the results of kNx/2+1 = ±Nx

2 δk to maintain the symmetry in

Fourier space. One can show that this “average” algorithm is equivalent to

Algorithm 1 (Algorithm 3 in [155]), which is simpler to compute and thus im-

plemented in HFBFFT. In Algorithm 1, one first computes an FFT-based

first derivative, with ψ̃(kNx/2+1) saved and then zeroed before the inverse

FFT is performed on iknψ̃(kn) (steps 1 through 3). Then one multiplies

in coordinate space with the field B(x) involved, i.e., ϕ = Bψ′ (step 4).

Finally, one computes the derivative of the ϕ with ϕ̃(kNx/2+1) modified so

that we can keep Hermiticity without losing the information of ψ̃(kNx/2+1)

(steps 5 through 7). The position-varying differential operator also appears

in many other physics equations, like the heat equation with varying diffu-

sivity and Poisson’s equation with changing permittivity; hence, Algorithm

1 has a broad application range.

Algorithm 1 Compute the one-dimensional position-varing differetiation d
dx

[
B(x)dψ

dx

]
.

1: Compute Fourier transform ψ̃n = FFT[ψν ] with ψν = ψ(xν).
2: Save ψ̃Nx/2+1 → Ψ̃, build ψ̃′

n = iknψ̃n with ψ̃′
Nx/2+1 = 0.

3: Compute inverse transform ψ′
ν = FFT−1[ψ̃′

n].
4: Build ϕν = Bνψ

′
ν with Bν = B(xν).

5: Compute Fourier transform ϕ̃n = FFT[ϕν ].
6: Build ϕ̃′

n = iknϕ̃n and set ϕ̃′
Nx/2+1 = −

∑Nx
ν=1Bν

Nx

(
Nx

2
δk
)2

Ψ̃.
7: Compute inverse transform d

dx

[
B(x)dψ

dx

]
ν
= FFT−1[ϕ̃′

n].
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5.2.7 Numerical realization in harmonic-oscillator basis

The HFB solutions obtained with the HFBFFT code have been compared

with the well-established code HFBTHO. This code has been extensively

documented in several publications [68, 69]. The solver HFBTHO uses an

expansion of the s.p. wave functions in the basis of axially symmetric HO

(or transformed HO) states. The basis is given by the number of oscillator

shells that defines the s.p. space size, as well as the oscillator length and de-

formation that determine the HO wave functions. Local fields in HFBTHO

are handled at the Gaussian integration points and the Gaussian integration

rule is used to compute integrals.

A major difference between the two codes lies in the way the HFB equa-

tions are solved. HFBFFT uses a representation in terms of the canonical

basis, see Sec. 5.2, while HFBTHO works in a quasiparticle space. The

results are fully equivalent if the same number of s.p. states is used. Differ-

ences appear in connection with the cutoff in the pairing space. HFBFFT

defines the cutoff in terms of the canonical s.p. energies, whereas HFBTHO

does that in terms of the quasiparticle energies. This, taken together with

the fact that the pairing strength has to depend on the size of the pairing

space, means that the values of Vpair,q are not fully portable. This will affect

in the benchmarking tests presented in Sec. 5.3.

5.3 Benchmarks

In this section, we benchmark HFBFFT against HFBTHO, Sky1D, and

Sky2D. These solvers have certain symmetry restrictions. Sky1D enforces
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spherical symmetry and can be used for magic nuclei. HFBTHO and Sky2D

allow for axially symmetric shapes and cover all test cases here. Those codes

can run with or without imposing reflection symmetry.

First, we determine appropriate parameters to use in the calculations,

including the box size and grid spacing. Before making comparisons with

other solvers, we quantify the effect brought by the Hermiticity restoration.

In the next step, we compare some characteristic nuclei ranging from spheri-

cal doubly magic 132Sn and 208Pb, to spherical superfluid 120Sn, to deformed

superfluid 102,110Zr, to superdeformed fission isomer in 240Pu. In all these

calculations, we use the Skyrme functional SLy4 [107] in the particle-hole

channel and the mixed density-dependent δ interaction (ρ0,pair = 0.32 fm−3

in Eq. (2.11)) in the particle-particle channel.

5.3.1 Parameter determination

To ensure the correct asymptotic behavior near the box boundary, we carry

out calculations for 110Zr to determine the appropriate box and grid sizes.

The nucleus 110Zr is chosen because it has a significant neutron excess and

thus weakly bound canonical states. The calculated proton and neutron

densities were inspected for different box lengths and different grids. Based

on this analysis, we adopted a cubic box with a side length of 37.6 fm and 48

grid points in each dimension (spacing between two neighboring points is 0.8

fm). With the above settings, the proton and neutron densities are below

10−7 nucleons/fm3 at the boundary, which is small enough for our tests. For

spherical nuclei such as 120Sn, a smaller box is usually sufficient.
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We consider 176 neutron and 126 proton canonical states (Ωn = 176, Ωp =

126), and 15 MeV energy cutoff for the pairing window. This number of ac-

tive states is determined by the tests for spherical 120Sn and deformed 110Zr

nuclei. When we increase the number of active states to 200 neutron and

150 proton states, the total energy remains stable within 10 keV. In order

to speed up the convergence, we perform 100 sub-iteration steps in the con-

figuration space between two gradient iterations in the coordinate space,

initialize with 30 HF+BCS steps, and employ the pairing enhancement fac-

tors defined in Sec. 5.2.5.

For HFBTHO calculations, we take 25 HO shells for both protons and

neutrons unless explicitly stated otherwise. An axially deformed HO basis

with β2 = 0.2 is used in deformed ground-state calculations (102,110Zr and

240Pu) and β2 = 0.6 is used to calculate the 240Pu fission isomer. For the

spherical nuclei, we also compare HFBFFT results with the results of the 1D

spherical HFB code Sky1D, which uses a radial coordinate-space mesh and

the five-point finite difference formula for derivatives. The mesh spacing and

the number of points we employ in Sky1D are 0.15 fm and 141, respectively.

For the deformed nuclei, we compare HFBFFT results with the 2D axial

HFB code Sky2D, which uses 31 points in both r- and z-directions with

a mesh spacing of 0.7 fm. Since the nuclei considered in this study are all

reflection-symmetric, the grid extends from z = 0 fm to z = 21 fm.
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5.3.2 Pairing renormalization

As mentioned in Sec. 5.2.7, pairing strengths are not portable between HF-

BFFT and HFBTHO because of different descriptions of the pairing space

and different structures of the one-quasiparticle continuum in these two

solvers. Therefore, we need to renormalize the pairing strengths to com-

pare results for open-shell nuclei for which pairing is essential. Intuitively,

there are several choices for pairing renormalization.

For instance, one can tune pairing strengths to reproduce the pairing en-

ergies in different solvers. However, as discussed in [151, 156], the pairing

energy density is divergent with respect to the cutoff energy. A better mea-

sure is the quantity

Ẽq
kin = Eq

kin + Eq
pair (q = nor p), (5.24)

which is less sensitive to the pairing cutoff energy. As it will be shown in Sec.

5.3.4, the kinetic energy strongly depends on the basis size in HFBTHO.

Therefore, in situations when the error related to the choice of the basis,

or spatial grid, dominates, Ẽkin will be a poor renormalization measure.

Another pairing measure is the spectral pairing gap [40,42,157]

∆q ≡
∑

α∈q wαv
2
α∆αα∑

α∈q wαv
2
α

(q = nor p). (5.25)

This quantity has been used in numerous papers to adjust pairing strengths

to observed odd-even mass differences and we shall use it in this study to

renormalize the pairing channel for different solvers.
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5.3.3 Energy shift by Hermiticity restoration

As mentioned in Sec. 5.2.6, the product rule in the FFT-based differenti-

ation violates the Hermiticity of the position-varying differential operator.

To restore the Hermiticity, we implement Algorithm 1 in HFBFFT. The

results are shown in Table 5.1 for several nuclei. The Hermiticity violation

is demonstrated by a non-vanishing ∆S ∼ 10−7 MeV in the calculations of

spherical nuclei 132Sn and 208Pb where the static pairing vanishes and hence

the HFB calculation is reduced to HF. As for other open-shell nuclei with

non-vanishing pairing, their ∆S values are similar before and after the Her-

miticity restoration. These values of ∆S are characteristic of the accuracy

typically achieved in HFBFFT and they are larger than the error due to

the Hermiticity breaking. In terms of the total energy, the effect is of the

order of a few keV, i.e., insignificant for many practical applications. Even

so, Hermiticity breaking effects can affect some calculations if not remedied.

For example, the small error brought by the Hermiticity breaking can accu-

mulate step by step in a time-dependent calculation.

HFBFFT
Hermiticity broken Hermiticity restored
Etot ∆S Etot ∆S

132Sn −1103.5429 3.44E-07 −1103.5423 1.60E-15
208Pb −1635.6817 3.16E-07 −1635.6807 1.20E-15
120Sn −1018.3310 3.44E-07 −1018.3305 4.01E-07
110Zr −893.8578 4.59E-07 −893.8574 5.54E-07
102Zr −859.4696 4.94E-07 −859.4692 3.93E-07

Table 5.1: Total energies Etot (in MeV) and ∆S (in MeV) for five nuclei calculated with
HFBFFT without and with the Hermiticity restoration. The digits which do not coincide
before and after the Hermiticity restoration are marked in bold.

72



5.3.4 Doubly magic nuclei: 132Sn and 208Pb

We first calculate two doubly magic unpaired nuclei 132Sn and 208Pb. For

these nuclei, the results of HFBFFT and Sky3D are identical. In Table

5.2, we list the ground-state energies as well as contributions from various

functional terms, obtained from four solvers HFBFFT, HFBTHO, Sky1D

and Sky2D for 132Sn. Table 5.3 shows similar results for 208Pb. When
132Sn HFBTHO HFBFFT Sky1D Sky2D
Etot −1103.49 −1103.54 −1103.57 −1103.56
En

kin 1637.71 1637.97 1638.01 1638.02
Ep

kin 808.44 808.57 808.59 808.56
Eρρ −4876.26 −4877.02 −4877.04 −4877.07
Eρτ 821.49 821.70 821.73 821.72
Eρ∆ρ 248.11 248.23 248.25 248.23
E
ρ∇J −84.40 −84.43 −84.44 −84.43

ECoul 341.42 341.44 341.44 341.43

Table 5.2: Energy contributions (in MeV) to the binding energy for 132Sn computed
with HFBTHO, HFBFFT, Sky1D, and Sky2D. The digits which do not coincide with
HFBFFT are marked in bold.

we compare HFBFFT with Sky1D and Sky2D for 132Sn , we find the

energy differences do not usually exceed 40 keV. Such small differences can

be traced back to different box boundary conditions assumed in these codes.

In HFBFFT, calculations are performed in a 3D rectangular box while the

box is represented by a spherical shell in Sky1D and a cylindrical shape

in Sky2D. For a well-bound nucleus and large spatial boxes, the results

should be practically independent of the geometry of the box. As seen in

Table 5.2 this indeed holds for 132Sn. As we will see below, larger box-

related errors are expected in superfluid and/or weakly bound nuclei. For

nuclear matter and time-dependent calculations, the finite-size box errors

can be appreciable; they can be greatly reduced by imposing twist-averaged
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boundary conditions [158].

208Pb N=15 N=20 N=25 N=30 HFBFFT Sky1D
Etot −1634.25 −1635.16 −1635.46 −1635.62 −1635.68 −1635.70
En

kin 2525.13 2527.80 2528.42 2528.83 2529.13 2529.16
Ep

kin 1334.56 1336.34 1336.71 1336.91 1337.06 1337.07
Eρρ −7835.80 −7844.07 −7845.66 −7846.67 −7847.54 −7847.63
Eρτ 1327.84 1329.55 1329.79 1329.98 1330.20 1330.22
Eρ∆ρ 314.05 315.12 315.12 315.17 315.29 315.29
E
ρ∇J −96.30 −96.44 −96.42 −96.43 −96.45 −96.45

ECoul 796.26 796.55 796.56 796.60 796.63 796.63

Table 5.3: Energies for 208Pb from HFBTHO (computed with different numbers of HO
shells N), HFBFFT, and Sky1D. All energies are in MeV. The digits which do not
coincide with HFBFFT are marked in bold.

We find about 50 keV energy difference between HFBTHO and HF-

BFFT; this difference can be primarily traced back to Ekin and Eρρ. As

discussed in Refs. [159, 160], the kinetic energy converges slowly in the HO

basis. To investigate this effect, we calculate 208Pb using different numbers

of HO shells in HFBTHO. We see in Table 5.3 that when we increase the

number of HO shells to 30, the HFBTHO energies approach the HFBFFT

values. It is also seen that Ekin and Eρρ exhibit the largest variations with

N .

In Refs. [159, 161], the correction to the g.s. energy due to the finite

number of HO shells N has been derived:

EL = E∞ + a0e
−2k∞L, (5.26)

where L ≡
√

2(N + 3/2 + 2)b, b is the oscillator length of our HO basis,

and a0, k∞ and E∞ are fit parameters. Then E∞ is the energy in the limit of

infinitely large model space. The fit of Etot to Eq. (5.26) is presented in Fig.

5.1 and the resulting value of E∞ = −1635.786 MeV agrees fairly well with
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the HFBFFT and Sky1D values. Hence, obtaining an accurate kinetic as

well as total energies in a HO basis-expansion solver requires a huge number

of shells. In this context, the use of the coordinate-space representation is

beneficial.

14 16 18 20
L (fm)

-1636.0

-1635.5

-1635.0

-1634.5

-1634.0

E
to
t (

M
eV

)

E1 = ¡ 1635:786 MeV

Figure 5.1: Etot as a function of L for 208Pb. The HFBTHO results are marked by red
dots. The blue curve is fitted according to Eq. (5.26).

5.3.5 Spherical superfluid nucleus: 120Sn

We now calculate 120Sn which has a non-vanishing neutron pairing. The

neutron pairing strength Vpair,n in HFBTHO is adjusted to the average ex-

perimental neutron pairing gap ∆n = 1.25MeV. In HFBFFT, Sky1D and

Sky2D, two pairing renormalizations are used. In the first variant, the neu-

tron pairing strengths are adjusted to reproduce the HFBTHO value of Ẽn
kin.

In the second variant, the HFBTHO value of ∆n is matched. The results

for both variants are displayed in Table 5.4. The neutron pairing strengths
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120Sn HFBTHO HFBFFT Sky1D Sky2D HFBFFT Sky1D Sky2D
Ẽn

kin-renorm. ∆n -renorm.

Etot −1018.77 −1018.34 −1018.45 −1018.37 −1018.78 −1018.92 −1018.74
ECoul 347.37 347.44 347.45 347.41 347.47 347.49 347.45
En

kin 1340.51 1335.40 1335.18 1335.43 1339.17 1339.14 1338.72
Ep

kin 830.75 830.97 831.01 830.01 831.25 831.31 831.28
En

pair −12.48 −7.37 −7.15 −7.40 −9.29 −9.14 −9.02
Ẽn

kin 1328.03 1328.03 1328.03 1328.03 1329.88 1330.01 1329.70
∆n 1.25 1.08 1.07 1.09 1.25 1.25 1.25
ϵF,n −8.02 −8.01 −8.01 −8.04 −8.00 −8.00 −8.04
Vpair,n −284.57 −342.70 −346.50 −354.90 −361.80 −367.30 −372.35
rrms 4.67 4.67 4.67 4.67 4.67 4.67 4.67

Table 5.4: Results of HFB + SLy4 calculations for 120Sn using HFBTHO, HFBFFT,
Sky1D, and Sky2D. Two neutron pairing renormalization variants are considered, by
adjusting the neutron pairing strengths in HFBFFT, Sky1D, and Sky2D to reproduce
the HFBTHO values of Ẽn

kin and ∆n. All energies are in MeV. The radius rrms is in fm.
The digits which do not coincide with HFBFFT are marked in bold.

vary between the solvers, reflecting different structure of their quasiparticle

pairing spaces, i.e., different pairing cutoff procedures and different structure

of the discretized one-quasiparticle continuum.

Although there are large discrepancies in En
kin and En

pair between HF-

BFFT and HFBTHO, in the first renormalization variant, the difference

of the total energy, about 0.4 MeV, is quite reasonable considering the fact

that the pairing space is treated differently and the HFBTHO results are

affected by the basis truncation error. The difference in Etot between the

three coordinate-space solvers, less than 150 keV, reflects the dependence

of the level density of the discretized quasiparticle continuum on the box

boundary conditions assumed.

In the pairing gap renormalization variant, the agreement of Etot is even

better, with only 10-30 keV difference between HFBFFT, HFBTHO and

Sky2D. In this variant, the magnitudes of the neutron pairing energy and
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kinetic energy are considerably larger as compared to the variant in which

Ẽn
kin is renormalized. Still, as seen in Table 5.4, both pairing renormaliza-

tions work reasonably well for 120Sn. It is interesting to note that the total

root-mean-square (rms) radii rrms are predicted very robustly in all renor-

malization variants.

5.3.6 Axially deformed nuclei: 102,110Zr

The neutron-rich nuclei 102,110Zr are suitable test cases, as they are known/expected

to have large prolate deformations. In addition, 110Zr is weakly bound, with

the neutron chemical potential ϵF,n ≈ −3.5MeV. The HFB proton pairing

vanishes in this nucleus. In Table 5.5, we show results for 110Zr with the two

pairing renormalization schemes investigated in Sec. 5.3.5. It is seen that

the HFBFFT results for various observables, i.e., total energy, quadrupole

moments, and the rms radius, all agree well with those from HFBTHO in

both pairing variants.

In the case of 102Zr, one also needs to consider proton pairing. In this case,

we renormalize both neutron and proton spectral pairing gaps by reproduc-

ing their values obtained from HFBTHO. In the calculation, 25 HO shells

for both neutrons and protons are employed in HFBTHO, which means that

the s.p. proton and neutron spaces are the same. In HFBFFT, the canonical

spaces are different as Ωn = 176, Ωp = 126. However, the actual pairing

space is set by the soft-cutoff factor wα. It is seen in Table 5.6 that the

benchmarking results following the pairing renormalization are very satis-

factory. In particular, the results of HFBFFT, HFBTHO, and Sky2D are
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110Zr HFBTHO HFBFFT Sky2D HFBFFT Sky2D
Ẽn

kin-renorm. ∆n -renorm.
Etot −893.97 −894.33 −894.32 −894.01 −894.01
ECoul 226.72 226.72 226.71 226.74 226.70
En

kin 1368.08 1369.22 1368.98 1367.86 1367.13
Ep

kin 632.03 632.05 632.13 632.16 632.05
En

pair −3.18 −4.31 −4.08 −2.30 −2.19
Ẽn

kin 1364.90 1364.90 1364.90 1365.56 1364.94
∆n 0.64 0.93 0.92 0.64 0.64
ϵF,n −3.55 −3.50 −3.52 −3.55 −3.57
Vpair,n −284.57 −409.80 −428.00 −371.00 −384.80
rrms 4.73 4.73 4.74 4.73 4.74
Qn

20 789 794 795 791 796
Qp

20 444 447 447 445 447

Table 5.5: Results of HFB + SLy4 calculations for 110Zr with HFBTHO, HFBFFT and
Sky2D. Two neutron pairing renormalization variants are considered, by adjusting the
neutron pairing strengths in HFBFFT and Sky2D to reproduce the HFBTHO values of
Ẽn

kin and ∆n. All energies are in MeV. The radius rrms is in fm and quadrupole moments
Qp,n

20 are in fm2. The HFB proton pairing vanishes in this nucleus. The digits which do
not coincide with HFBFFT are marked in bold.

fairly close for the observables: Etot, rrms , and quadrupole moments.

5.3.7 Superdeformed heavy nucleus: 240Pu

Compared with the HO basis, the coordinate-space representation can bet-

ter capture strongly deformed configurations, such as the superdeformed

fission isomer (f.i.) of 240Pu. Indeed, very large configuration spaces are

needed to guarantee the convergence of the HO expansion at large deforma-

tions [162, 163]. Given the large number of nucleons in 240Pu, one needs to

carefully consider the number of canonical states in HFBFFT and Sky2D

calculations. To this end, we performed a series of calculations by increasing

the canonical space until the convergence had been reached. This has been

done separately for the ground state (g.s.) and f.i. of 240Pu. The final values

are: (Ωn, Ωp) = (300, 200) for the g.s. and (Ωn, Ωp) = (400, 300) for the
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102Zr HFBTHO HFBFFT Sky2D
Etot −859.65 −859.69 −859.67
ECoul 231.11 231.16 231.14
En

kin 1202.02 1200.96 1201.97
Ep

kin 651.25 651.22 651.27
En

pair −3.39 −2.50 −2.39
Ep

pair −1.97 −1.42 −1.38
Ẽn

kin 1198.63 1199.53 1199.58
Ẽp

kin 649.28 649.79 649.89
∆n 0.69 0.69 0.69
∆p 0.56 0.56 0.56
ϵF,n −5.43 −5.42 −5.44
ϵF,p −12.09 −12.09 −12.10
V n
pair −284.57 −367.00 −378.40
V p
pair −284.57 −372.00 −384.70
rrms 4.58 4.58 4.58
Qn

20 639 639 640
Qp

20 411 411 411

Table 5.6: Results of HFB + SLy4 calculations for 102Zr using HFBTHO, HFBFFT and
Sky2D. The pairing renormalization is carried out by adjusting the proton and neutron
pairing strengths in HFBFFT and Sky2D to reproduce the HFBTHO values of ∆n and
∆p. All energies are in MeV. The radius rrms is in fm and quadrupole moments Qp,n

20 are
in fm2. The digits which do not coincide with HFBFFT are marked in bold.

f.i. calculations. We renormalize the pairing strengths for 240Pu to reproduce

the g.s. ∆n and ∆p obtained in HFBTHO. The results are displayed in Table

5.7.

In HFBTHO and Sky2D, the f.i. is found by performing quadrupole-

moment constrained calculations. The f.i. configuration in HFBFFT was

computed by initializing the code with various HO deformations. As seen in

Table 5.7, HFBTHO and HFBFFT results are very similar for g.s. energies,

g.s. quadruple deformations, and radii.

To test the functionality of HFBFFT for the f.i., we renormalize pairing

strengths in HFBFFT and Sky2D to the HFBTHO pairing gaps. Both

coordinate-space solvers give very close results for the f.i., and they agree

nicely with the HFBTHO results, see Table 5.7. Overall, the 240Pu results
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obtained with HFBFFT for both the g.s. and f.i. show reasonable agreement

with those from HFBTHO.

240Pu
ground state fission isomer

HFBTHO HFBFFT HFBTHO HFBFFT Sky2D
Etot −1802.11 −1802.43 −1797.00 −1797.35 −1797.35
ECoul 989.61 956.98 957.02 956.96 956.90
En

kin 2938.92 2939.94 2922.56 2923.45 2923.43
Ep

kin 1520.95 1521.46 1525.25 1525.52 1525.33
En

pair −3.11 −2.30 −3.52 −2.60 −2.48
Ep

pair −1.54 −1.22 −2.85 −2.19 −2.07
Ẽn

kin 2935.81 2937.64 2919.03 2920.85 2920.55
Ẽp

kin 1519.40 1520.25 1522.39 1523.33 1523.25
∆n 0.44 0.44 0.47 0.47 0.47
∆p 0.33 0.33 0.46 0.46 0.46
ϵF,n −5.71 −5.70 −5.66 −5.65 −5.67
ϵF,p −5.69 −5.70 −5.76 −5.77 −5.79
rrms 5.93 5.93 6.40 6.40 6.40
Qn

20 1784 1782 5063 5072 5071
Qp

20 1166 1165 3336 3344 3343
V n
pair −284.57 −360.00 −284.57 −369.00 −384.60
V p
pair −284.57 −355.00 −284.57 −360.00 −375.80

s.p. space 25 shells (300, 200) 25 shells (400, 300) (400, 300)

Table 5.7: Results of HFB + SLy4 calculations for 240Pu ground state and fission isomer
using HFBTHO, HFBFFT and Sky2D. The pairing strengths in HFBFFT and Sky2D
were adjusted to reproduce the spectral pairing gaps obtained in HFBTHO for the g.s.
and f.i. separately. The s.p. space for HFBFFT is defined by means of (Ωn, Ωp). All
energies are in MeV, rrms is in fm, and Qp,n

20 are in fm2. The digits which do not coincide
with HFBFFT are marked in bold.

5.4 Summary: Development of Three-dimensional Skyrme

HFB solver

In this chapter, we developed a 3D Skyrme HFB solver HFBFFT in the

coordinate-space representation using the canonical basis approach. The

code is based on the well-optimized Sky3D solver. In HFBFFT, we im-

plemented several new elements to facilitate calculations, namely (i) the
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sub-iteration method in configuration space to accelerate the convergence;

(ii) the soft pairing cutoff and pairing annealing to avoid pairing breakdown;

and (iii) a new algorithm to restore the Hermiticity of the HFB matrix.

The new solver has been benchmarked for several spherical and deformed

nuclei against HFBTHO, Sky2D, and (for spherical systems) Sky1D. The

representation of the positive-energy continuum differs between HFB codes:

In particular, it depends on the code’s geometry (spherical, cylindrical,

Cartesian), the size of s.p. configuration space (number of HO shells, box

size, grid size), and the effective pairing space. Consequently, even if the

EDFs employed in two codes are identical, the pairing channel is usually

described differently. This creates problems when comparing different HFB

solvers as the perfect benchmarking is practically impossible [75]. In this

work, we carried our careful inter-code comparisons by renormalizing pair-

ing strengths to the spectral pairing gaps and/or the effective kinetic energy

Ẽkin. While both methods give similar results, spectral pairing gaps are less

sensitive to the s.p. space assumed.

By carrying out calculations with different HFB solvers, we were able

to assess the ranges of different uncertainties. For the total energy, the

typical errors are: several keV due to the Hermiticity breaking; 10-80 keV due

to different box boundary conditions assumed; 10-140 keV due to different

quasiparticle continuum discretizations; and several hundred keV due to the

basis truncation in HO basis-expansion solvers.
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Chapter 6

Conclusions and Outlook

This dissertation consists of two parts: the applications of nuclear DFT to

study nuclear reflection-asymmetric deformations and collective rotations,

and the development of a 3D HFB solver.

We first studied the microscopic origins of reflection-asymmetric defor-

mations. In this project, we performed Skryme HFB calculations for oc-

tupole deformed Ba, Ra, and U isotopes, as well as quadrupole deformed

Yb isotopes. We applied the density multipole expansion method to de-

compose the total energy to different multipolarity contributions. Then, we

analyzed their roles in the g.s. reflection-asymmetric deformation in both

isospin and neutron-proton schemes. As a result, we concluded that the

reflection-asymmetric shapes are driven by the odd-multipolarity isoscalar

part of the nuclear interaction energy. To gain insights into the shell effects,

we found that reflection-asymmetric shapes are favorable just above magic

numbers where ∆ℓ = ∆j = 3 couplings are enhanced from plots of the

single-particle levels. This study showed that the octupole deformation en-

ergy is subtle. Therefore, the dotriacontapole and higher-order components
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can be instrumental in the final octupole stability. The high-order effects

could be explored in future studies.

Next, we used the NLF to study the nuclear response to fast collective

rotation. The CHO model was solved to give insight into the results of the

self-consistent CHF calculations. In this work, we defined the simplified

localization measure Cτ by focusing on the interior nodal structure and ne-

glecting surface effects. We demonstrated that Cτ is an excellent indicator

of nuclear rotation. The concept of the NLF was generalized to anisotropic,

spin-unsaturated, and spin-polarized systems. In the end, we suggested some

applications of the NLF in the future, such as visualization of nuclear rota-

tional and vibrational modes and time-dependent processes [33,141,164–169].

Finally, we built a reliable and efficient 3D Skyrme HFB solver HFBFFT

in the coordinate-space representation using the canonical basis approach.

We implemented sub-iteration, soft pairing cutoff, and Hermiticity restora-

tion to speed up and stabilize the code. We benchmarked it against HF-

BTHO, Sky1D and Sky2D with different pairing renormalizations. By

comparing the results of several spherical and deformed systems, we con-

firmed the functionality of HFBFFT and assessed the ranges of different

uncertainties to the total energy.

To make HFBFFT more versatile, several enhancements are planned in

the future. Most importantly, we intend to implement pairing regulariza-

tion [44, 143, 151] to get rid of the dependence of pairing strengths on the

cutoff energy. Another significant development is to compute potential en-

ergy surfaces defined by constraining one-body operators. This will enable
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us to use HFBFFT in the calculations of large-amplitude nuclear collec-

tive motion such as fission or fusion, for which the solvers based on the

basis-expansion approach require the use of enormous configuration spaces.

Finally, the performance of HFBFFT needs to be further optimized for

modern supercomputer architectures. We hope HFBFFT become a power-

ful tool for exotic nuclei research.
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Chapter 7

List of Publications

1. Mengzhi Chen, Tong Li, Jacek Dobaczewski, and Witold Nazarewicz.

Microscopic origin of reflection-asymmetric nuclear shapes. Phys. Rev.C,

103:034303, Mar 2021 (discussed in Chapter 3 and available in [24])

• Performed HFB and density multipole expansion calculations, cre-

ated figures and analyzed results.

• Wrote the first draft of the manuscript.

2. Mengzhi Chen, Tong Li, Bastian Schuetrumpf, Paul-Gerhard Rein-

hard and Witold Nazarewicz. Three-dimensional Skyrme Hartree-Fock-

Bogoliubov solver in coordinate-space representation. Comput. Phys.

Commun., 276:108344, Mar 2022 (discussed in Chapter 5 and available

in [45])

• Implemented the HFBFFT solver together with Tong Li.

• Ran benchmark calculations and produced tables and figures.

• Wrote introduction, benchmarks and conclusions parts of the first

draft.
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3. T. Li, M. Z. Chen, C. L. Zhang, W. Nazarewicz, and M. Korte-

lainen. Nucleon localization function in rotating nuclei. Phys. Rev.C,

102:044305, Oct 2020 (discussed in Chapter 4 and available in [39])

• Developed a Python solver to solve the cranked harmonic oscillator

and generated the corresponding figures.

• Contributed the cranked harmonic oscillator results.
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