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ABSTRACT

TOTAL NEUTRINO-NUCLEON CROSS-SECTION MEASUREMENT OF ATMOSPHERIC
MUON NEUTRINOS FROM ICECUBE

By

Sarah Caitlin Nowicki

The discovery of neutrino oscillations, and therefore that they have non-zero mass, provided the

first conclusive proof of physics beyond the Standard Model [1]. Recently, neutrinos have become

a valuable addition to the field of multi-messenger astrophysics to improve the study of distant

astrophysical phenomena [2]. Fundamental to the operation of the numerous current neutrino

experiments across a broad energy-scale is knowledge of the neutrino interaction rate or cross-

section. In neutrino experiment, there exists a gap in the measurement of the neutrino-nucleon

cross-section between approximately 300 GeV and a TeV. In this region, the Standard Model cross-

section transitions away from its linear relationship with neutrino energy. This thesis describes a

measurement of the total muon-neutrino-nucleon cross-section from 100 GeV to 5 TeV via a flux-

dependent analysis performed on a dataset of through-going neutrino-induced muons detected by

the IceCube Neutrino Observatory. An updated energy reconstruction utilizing DirectReco, a new

method that generates event hypotheses using direct photon propagation, and tailored to the physics

of the region of interest is applied. This provides several benefits, including improved accuracy

of the event hypotheses and incorporation of the latest models of the glacial detector medium.

The cross-section is measured as a normalization of the predicted flux where the parameters are

scaling factors on the Standard Model cross-section, the Cooper-Sarkar-Mertsch-Sarkar (CSMS)

model [3]. Two bins are defined, 100 - 350 GeV, overlapping with existing data, and 350 GeV

- 5 TeV, the unmeasured region of phase space. A prior is calculated from existing accelerator

neutrino beam cross-section measurements for the overlapping energy range of 100 - 350 GeV,

additional input in constraining the fit for the low-energy region of the sample. The resultant

Standard Model cross-section scaling factors are calculated both with the accelerator prior applied



(case A) and without (case B). The results are, for 100 - 350 GeV and 350 GeV - 5 TeV regions,

respectively, 0.82+0.08
−0.07 and 1.23+0.07

−0.07 for case A and 0.27+0.07
−0.05 and 0.78+0.08

−0.07 for case B. This is the

world’s first measurement for the 350 GeV to 5 TeV energy region of the neutrino-nucleon cross-

section, although forthcoming accelerator neutrino experiment FASERν will provide a comparable

measurement of the cross-section of this energy range in the near future [4]. Both indicate tension

with Standard Model, although interpretation of the result is subtly different for the two cases.

Case A is a "best possible" measurement that utilizes the current maximal public knowledge of

the cross-section. Case B is an IceCube-data-driven result, relatively free of influences inherent in

existing cross-section models. The results presented here set a benchmark for future prospects of

improvements and expansion of the IceCube-based cross-section studies - to higher energies, and

to multiple flavours - and for the broad field.
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The point is, you’re cool, dope, fresh, and smart-brained. [...] You’re awesome. Be nicer to
yourself. - The Good Place
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CHAPTER 1

INTRODUCTION

Studies of neutrinos have revolutionized the field of particle physics and they have become an

important tool for learning more about the Universe from the smallest to largest of scales. Particles

and their interactions arewell-described by the StandardModel (see Figure 1.1). The first conclusive

evidence of physics beyond the Standard Model was realized in the neutrino sector [1]. While

they are predicted to be massless, the discovery of neutrino oscillations, a quantum mechanical

process only possible for massive particles, proved otherwise. Non-zero neutrino masses remain

the only confirmed physics beyond the Standard Model, but have since been incorporated by a

superficial extension [1]. More recently, neutrinos have become an important element of multi-

messenger astrophysics, joining photons, cosmic rays and gravitational waves as intermediaries.

Using different messenger particles with distinct properties allows new and enhanced study of

astrophysical objects [2].

A point of commonality across neutrino research spanning various disciplines, target energy

ranges, and detector technology, is the requirement of a knowledge of the interaction rate or cross-

section. Neutrino-nucleon cross-sections are not only a topic of fundamental importance to many

neutrino experiments, but also a valuable topic of study in their own right. They represent a source

of systematic uncertainty in many analyses. An improved characterization of the cross-sections

can reduce ambiguity in subsequent studies, facilitating advances in diverse areas of physics

knowledge. Experimental measurement of the value also provides an important check on the

Standard Model prediction, including the potential to being to light new physics. With sufficient

precision, experimental measurements may reach the stage where it is possible to distinguish

between multiple cross-section models.

Cross-section measurements currently exist across a broad range of neutrino energies and

multiple flavours. For the relevant energy scale of the combined IceCube-DeepCore hybrid detector,

1



Figure 1.1: Standard Model of particle physics [1] showing the elementary particles that make up
the Universe. Fermions are identified in 3 ‘generations’, each containing a pair of particles for
leptons and a pair for quarks. Fundamental forces are mediated by the exchange of force carrier
‘bosons’.

GeV to PeV, there is a distinct region where direct measurements of the neutrino-nucleon cross-

section have not occurred. Particle accelerator experiments have made a number of neutrino-

nucleon cross-section measurements spanning from below a GeV to 350 GeV [1], the current upper

limit in energy for this neutrino source. A complementary approach utilizes neutrinos produced in

the atmosphere, and via distant astrophysical processes, to provide a data sample. Said neutrinos

may be utilized in cross-section studies by leveraging the neutrino-Earth absorption effect, which

is energy and path-dependent. Previous neutrino absorption measurements have demonstrated the

power of this technique, [5–8], with more forthcoming [9]. This effect becomes smaller as neutrino

energy decreases, with measurements reaching down to the few TeV region. The combination of

neutrino sources and methods provides a unique target at energies between O(100) GeV to O(10

2



TeV) for the analysis considered here.

This thesis presents the world’s first measurement of the total muon neutrino-nucleon charged

current (CC) cross-section from 350 GeV to 5 TeV, intermediate to IceCube’s low- and high-energy

regions. A flux-dependent measurement of the cross-section is performed for two energy bins:

the lower of which is defined to overlap directly with the highest energy accelerator cross-section

measurements. A prior is calculated from accelerator data and the cross-section is fit both with

and without this prior, generating a result using all available knowledge and one that does not

rely on other experimental results. Chapter 2 discusses the theory of atmospheric neutrinos, from

their production and interaction, to photon emission from the charged daughter leptons. Chapter

3 provides an overview of the detector systems utilized in producing the data for the analysis,

IceCube Neutrino Observatory. Event reconstructions employing standard photon lookup tables

for IceCube data are described in Chapter 4. An updated event reconstruction method with direct

photon propagation, DirectReco, that generate advanced event hypotheses, is presented in Chapter

5. Chapter 6 provides the detailed investigation of themuon neurino-nucleon cross-section analysis.

The results of the analysis are outlined and discussed in Chapter 7. A brief summary and discussion

of future enhancements of the analysis is included in Chapter 8.
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CHAPTER 2

PHYSICS OF ATMOSPHERIC NEUTRINOS

This chapter provides a brief outline of the physical processes that give rise to atmospheric neutrinos,

the dominant signal for the analysis presented here, their interactions, and the mechanisms by which

those interactions are detectable.

2.1 Cosmic rays

Neutrinos are produced via a number of sources, including: fusion processed in the Sun; fission

processes in nuclear reactors and the Earth; human-made accelerators, and; in cosmic ray interac-

tions in the atmosphere. Cosmic rays are high-energy particles produced in astrophysical processes,

with a flux that is largely isotropic in direction [10, 11]. Discovered by Victor Hess in 1912 [12],

they are composed of roughly 74% protons, 18% helium and the remaining fraction are heavier

nuclei, with an energy range from ∼109 eV to more than 1020 eV [1]. These relativistic particles

are incident on the Earth’s atmosphere at a rate of approximately 100 per square meter per second.

Cosmic rays remain a very active area of research more than 100 years after their discovery due

to the mystery surrounding their origin at the highest energies, and the desire to understand the

acceleration mechanisms that produce the highest energy particles [13].

For the lower energy cosmic ray particles, relevant for this atmospheric neutrino analysis,

∼100 GeV to ∼TeV, the acceleration mechanism is relatively well-understood, specifically shock

acceleration due to interaction of the cosmic ray primaries with the shock waves from a supernova

[10]. To first order, the Fermi mechanism involves the charged particles interacting with planar

shock fronts repeatedly, bouncing back and forth between the upstream and downstream fronts [10].

Particles trapped between these magnetic reflectors gain increasing energy with each collision,

“[l]ike a ping-pong ball caught between converging paddles" [14]. This produces a power-law

4



Figure 2.1: Experimental measurements of cosmic ray flux are shown by the blue data points. The
‘knee’ and ‘ankle’ of the spectrum, i.e. breaks in the power law spectrum, are labelled as such. The
red dashed line included highlights the points at which the spectral index changes. Plot from [14].

energy spectrum consistent with what has been observed [10] (see Figure 2.1). One finds two clear

breaks in the power law spectrum at ∼1016 eV and ∼1018 eV, referred to as the ‘knee’ and ‘ankle’,

respectively. One possible explanation for the existence of these features is that the knee represents

the upper limit of an acceleration mechanism for galactic sources, and the ankle represents the

upper limit of the galactic source itself, or the transition to extra-galactic sources [1]. For our

purposes here, the spectrum at energies below the knee are of direct interest.

2.2 Atmospheric neutrino flux

Primary cosmic rays may interact with Earth’s atmosphere, producing secondary daughters. These

secondaries continue to interact and decay, generating more particles to form an ‘air shower’,

illustrated in Figure 2.2. Pions and kaons are the principal resulting particles. Their decays, (e.g.

see equation 2.1), as well as the decays of their daughter muons, generate atmospheric neutrinos.

5



Figure 2.2: Illustration of an air shower caused by the interaction of a cosmic ray within the Earth’s
atmosphere [15].
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π± → µ± + νµ(ν̄µ)

µ± → e± + νe(ν̄e) + ν̄µ(νµ)
(2.1)

Kaons decay mainly to pions or muons, and pions are produced in the air shower interactions

more frequently than the (more massive) kaons [11]. Using this model of pion decay and assuming

that all particles undergo decay in flight, we predict the following flavour and particle-antiparticle

ratios for the atmospheric neutrinos:

νµ ∼ ν̄µ ∼ 2νe

νe/ν̄e ∼ µ
+/µ−

. (2.2)

These ratios are an important part of the prediction of an accurate atmospheric neutrino spectrum

and the measurable experimental observables. However, reality is much more complicated than

described in this simple model. Muons have a characteristic decay length that depends on energy,

and muons resulting from interactions with Eν & 2.5 GeV have a decay length that exceeds the

typical production height in the atmosphere, ∼15 km [10]. Thus, those muons reaching the Earth’s

surface without undergoing decay result in a modification of the previously stated ratios for low

energies. A further effect on the ratios is induced by muon energy loss in the atmosphere, which

can exceed 2 GeV [10].

Another element is the relative contributions of pions and kaons (see Figure 2.3). One finds the

neutrino production is dominated by pions at low energies, the region of interest for atmospheric

neutrino oscillations, transiting to kaons as the energy increases above ∼100 GeV [11].

Atmospheric neutrinos, like their cosmic ray parents, follow a power-law spectrum that is a the

convolution of the cosmic ray spectrum upon reaching Earth’s atmosphere with the neutrino yield

of the cosmic ray particle. Analytic approximations of the spectrum can - at times - be used instead

of the full calculation of the flux. For muon neutrinos and antineutrinos with energy� 1 GeV from

pion and kaon decays, for example:

7



Figure 2.3: Contribution of π and K to the production of ν and µ in the atmosphere as a function of
neutrino energy. The solid line is for vertically travelling particles; the dashed lines are for particles
at 60◦from the vertical [11].

dNν (Eν, θ)
dEν

=
φN (Eν)

(1 − ZN N )(γ + 1)

( [
ZNπ (1 − rπ)γ

1 + Bπν cos θ · Eν/επ

]
+ 0.635

[
ZNK (1 − rK )γ

1 + BKπ cos θ · Eν/εK

])
,

(2.3)

with the differential primary spectrum of cosmic ray nucleons with energy E0:

φN (E0) =
dN
dE0
= A × E−(γ+1)

0 . (2.4)

Herethe Bi terms in equation 2.3 depend on the hadron attenuation lengths, on the decay kinematics

and on ri =
m2
µ

m2
i
[11].

Described above is the ‘conventional’ atmosphere neutrino flux. There is an additional com-

ponent known as the ‘prompt’ flux, originating from the decay of heavier, short-lived charmed

hadrons [11]. The fast charm decay results in a higher spectral index than the conventional flux,

but the heavier hadrons are less likely to be produced than the pions and kaons that contribute to

the conventional flux. The prompt flux is sub-dominant at the energies of the analysis considered

here, becoming relevant above Eν ∼ 10 TeV [16].
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2.3 Astrophysical neutrino flux

A diffuse flux of neutrinos from astrophysical sources was been identified [17] and confirmed via

other analysis methods and for all three neutrino flavours [18–20]. It continues to be an active

arena of investigation and further study was the original purpose of the event sample and analysis

technique [21] utilized in this analysis. For the purposes of this cross-section analysis, however,

these neutrinos are considered high-energy, background events. The simplest form of the flux

spectrum is considered here, a single power law model in energy of the form

Φ
νµ+ν̄µ
astro (Eν) = φastro ×

(
Eν

100TeV

)−γastro
, (2.5)

where the normalization parameter φastro has the units 10−18 GeV−1 cm−2 s−1 sr−1 and the spectral

index γastro. is dimensionless.

2.4 Neutrino physics

Although neutrinos were initially postulated more than 80 years ago [22], their properties continue

to be challenging to measure. Neutrinos are electrically neutral elementary particles with a small

non-zero mass, and only interact via gravitational and weak interactions. Each of the three neutrino

generations have been measured, where each is paired with a corresponding charged lepton that

defines the neutrino’s flavour: electron, muon and tau. The Standard Model of particle physics

predicts massless neutrinos and the measurement of neutrino oscillations, and therefore massive

neutrinos, is the only confirmed evidence for physics beyond the Standard Model [1].

2.4.1 Interactions

Neutrinos undergo weak interactions via the exchange of either a neutral Z0 boson (neutral current

(NC) interaction) or a charged W± boson (charged current (CC) interaction). The CC interaction

produces a charged daughter lepton (see Figure 2.4a), whereas a NC interaction produces a neutral

9



(a) A CC neutrino interaction. (b) A NC neutrino interaction.

Figure 2.4: Feynman diagrams of a CC and a NC interaction [23]. Though the electron neutrino
is shown, the diagrams do not change for muon and tau neutrinos apart from the flavour of the
neutrino, and in the case of the CC interaction, its lepton daughter.

Figure 2.5: Feynman diagram of CC neutrino deep inelastic scattering [23].

daughter neutrino (see Figure 2.4b). In addition to whether a Z0 or W± boson is exchanged,

depending on the energy, neutrinos can undergo different types of interactions with a nucleon.

Starting at ∼100 GeV, neutrinos have sufficient energy to undergo deep inelastic scattering (DIS)

interactions, dominant for the analysis presented here and shown in Figure 2.5. Here the neutrino

interacts with a constituent quark rather than the nucleon in its entirety, allowing study of the

nucleon structure [23]. The final state of a DIS interaction includes both a leptonic system (charged

or neutral lepton daughter) and a hadronic element (created when the impacted quark recombines

to form a shower).
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2.4.2 Cross-sections

Atmospheric neutrino cross-sections can be of order 10−39 cm2 [23]. Due to the low interaction

probability, very large-volume neutrino detectors and/or extremely intense neutrino sources are

necessary to obtain statistically significant measurements. In the case of atmospheric neutrinos, the

measurement is a convolution of the neutrino flux and the cross-section with the detector properties

[1]. For the energy range of the analysis presented here, 100 GeV to 5 TeV, DIS is the dominant

interaction and others may be neglected. A linear dependence on neutrino energy is predicted

by the quark-parton model, i.e. where ‘partons’ are the constituents of the nucleon, in this case

quarks [24]. This is expected for DIS, where a neutrino undergoes a point-like scattering with

an individual quark. As the neutrino energy increases to approximately 500 GeV, the interaction

vertex is no longer dominated by the W± boson mass and the predicted cross-section no longer

linearly increases with energy [23]. Thus this analysis spans an anticipated transition region of

cross-section behavior.

For this analysis, the Cooper-Sarkar Mertsch Sarkar (CSMS) model [3] is considered as repre-

sentative of the Standard Model. This is a next-to-leading order (NLO) quantum chromodynamics

(QCD) calculation of the DIS cross-section, ranging from 50 GeV up to 500 EeV. The parton distri-

bution functions (PDFs) describing the quarks in the model are fit using the conventional DGLAP

evolution equations/formalism [25–28]. Fitting the PDFs is an iterative process where experimental

data is used for comparison, hence the model is tuned on data from accelerator experiments. The

full expression of the relevant cross-section is a double differential CC cross-section for neutrino

(ν) and antineutrino (ν̄) production on isoscalar nucleon (N) targets:

d2σ(ν(ν̄)N )
dx dQ2 =

G2
F M4

W

4π(Q2 + M2
W )2x

σr (ν(ν̄)N ) , (2.6)

with reduced cross-sections σr (ν(ν̄)N ):

σr (νN ) = [Y+Fν2 (x,Q2) − y2FνL (x,Q2) + Y−xFν3 (x,Q2)] (2.7)
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σr (ν̄N ) = [Y+F ν̄2 (x,Q2) − y2F ν̄L (x,Q2) − Y−xF ν̄3 (x,Q2)] . (2.8)

Isoscalar here refers to nucleons in a particle/nucleus with equal numbers of protons and neutrons.

The equations are described in terms of Lorentz-invariant kinematic variables: Q2 - the invariant

mass of the exchanged vector boson; Bjorken x - the fraction of the energy momentum of the

incoming nucleon carried by the struck quark/parton; Bjorken y or inelasticity - which is the fraction

of energy transferred to the hadronic system from the incident neutrino; GF - the Fermi constant,

and; MW - mass of W± boson. Additionally, Y± = 1 ± (1 − y)2. There are also structure functions

F2, xF3 and FL ,that are related directly to quark momentum distributions. These dimensionless

structure functions "encompass the underlying structure of the target" nucleon [23]. At leading

order, FL is 0 and the expressions for neutrinos are:

Fν2 = x(u + d + 2s + 2b + ū + d̄ + 2c̄), xFν3 = x(u + d + 2s + 2b − ū − d̄ − 2c̄) , (2.9)

and antineutrinos are:

F ν̄2 = x(u + d + 2c + ū + d̄ + 2s̄ + 2b̄), xF ν̄3 = x(u + d + 2c − ū − d̄ − 2s̄ − 2b̄) . (2.10)

Some additional details are required for higher order calculations, but the above represents well

the dominant contributions [3]. The calculated CSMS cross-section values are plotted in Figure

2.6. Errors for the relevant 100 GeV to 5 TeV region range from ∼6% to ∼4% for neutrinos and

∼21% to ∼10% for antineutrinos.

2.4.3 Propagation and flavour oscillation

This thesis analysis considers neutrinos that have propagated through the Earth to reach the detector.

TeV- to PeV-scale neutrino-nucleon cross-section measurements [5–8] have utilized the neutrino-

Earth absorption effect to infer the cross-section, where neutrinos propagating through theEarthmay
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Figure 2.6: CSMS cross-section predictions for DIS interactions. Errors generally decreases as
energy increases. Data from [3].

interact with nucleons creating an energy- and zenith-dependent disappearance effect. However,

this effect decreases with decreasing energy such that the Earth becomes effectively transparent

to neutrinos at ∼ 1 TeV to where it is essentially non existent at the energies considered for this

analysis (see Figure 2.7).

Flavour mixing is a quantum mechanical process resulting from the mixing of the flavour

eigenstates (e, µ, τ) with themass eigenstates (1, 2, 3), and occurs via neutrino oscillation. Neutrinos

interact in their flavour states which are a linear combination of the mass eigenstates, i.e. a neutrino

is createdwith a definite flavour and a superposition ofmass states. They propagate as a combination

of mass eigenstates, which then have probabilities of interacting in the various flavour states. These

oscillation probabilities depend on experimental observables - distance travelled to the detector and

the neutrino energy. For most energies considered in this analysis, ' 150 GeV, this is a negligible

effect [16].
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Figure 2.7: Diagram of the neutrino absorption effect in the Earth [5]. Left (a) depicts the different
path lengths through the Earth for neutrinos travelling at different zenith angles. Right (b) depicts
the neutrino transmission probability, i.e. likelihood to pass through the Earth without interaction,
where the white dashed line marks the zenith angle of a neutrino skimming the core-mantle
boundary that is also marked on the left. The energy and zenith dependence of this effect is clear,
but it also shows that there is very little or no Earth absorption for neutrino energies 100 GeV to 5
TeV.

2.5 Detection principles

Charged current neutrino interactions produce a charged lepton daughter particle. The charged

lepton will emit Cherenkov radiation when travelling through a dielectric medium at a velocity

greater than the local phase velocity of light. Detecting these Cherenkov photons is the neutrino

detection mechanism employed by the IceCube Neutrino Observatory (see Chapter 3). The light is

emitted at a characteristic Cherenkov angle

cos θc = (1/nβ) (2.11)

as long as the particle is travelling above the threshold velocity of βt = 1/n, where n is the index

of refraction of the medium, and β is the usual relativistic velocity, v/c. The radiation is emitted

in a thin conical shell with the vertex at the moving charged particle, as shown in Figure 2.8. The
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Figure 2.8: Wavefronts of radiation emitted by a charged particle in a dielectric medium. Left:
the velocity of a charged particle is less than the velocity of light in the medium, v<c. Right, the
charged particle velocity is greater than the phase velocity of light in the medium, v>c. The wave
front of the light forms the characteristic Cherenkov cone. Diagram from [29].

wavefront then has the characteristic angle, θc, with respect to the particle’s trajectory [1].

Cherenkov radiation is emitted over the visible spectrum of light, from near infrared to ul-

traviolet. However, it is strongly peaked at short wavelengths with the majority of the deposited

energy towards the ultraviolet. The Frank-Tamm formula (equation 2.12) describes the number of

Cherenkov photons emitted per unit distance per unit wavelength, a critical piece of information to

map observed data to the energy of the charged particle.

d2N
dxdλ

=
2πα
λ2

(
1 −

1
β2n2

)
(2.12)

Here α as the fine structure constant and λ the radiation wavelength [30]. For ice, the index of

refraction is ∼1.33, giving a Cherenkov angle of ∼41◦from Equation 2.11. It is noted that the

amount of energy lost via Cherenkov radiation is quite small, far less than what is lost through

ionization, for example [30].

The Bethe-Bloch equation (2.13) describes the energy loss of a charged particle due to ionization

and excitation of the nuclei in a material, also called its electronic stopping power [1].
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Here z is the charge of the particle in units of e, Z is the atomic number of the medium, A is the

atomic mass number of the medium, me is the electron mass, re is the classical electron radius
e2

4πε0mec2 , and NA is Avogadro’s number. In the above, I is the mean excitation energy of the

medium, which can be approximated by I = 16 · Z0.9eV for Z >1. Finally, the δ term is known as

the density correction. It describes the effect of the charge density of the medium on the electric

field of the particle (describing how much this screening reduces the stopping power of the particle

[31]). An example of the Bethe-Bloch function and its applicable energy range for muons on copper

is shown in Figure 2.9. Particles with energy losses described by the Bethe-Bloch equation are

known as minimum ionizing particles [1].

The average rate of energy loss for muons can be written as

〈
−

dE
dx

〉
= a(E) + b(E)E , (2.14)
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Figure 2.10: The relative contributions of bremsstrahlung, pair production, and photo-nuclear
interactions to the radiative processes causing energy losses of muons in water. Dashed line is from
an older publication. Modified from [32].

where a represents electronic stopping power described by the Bethe-Bloch equation, and b rep-

resents radiative processes (bremsstrahlung, pair production, photo-nuclear interactions). The

element b may consequently be defined as [32] [1]

b ≡ bbrems + bpair + bnucl . (2.15)

Bremsstrahlung occurs when a charged particle loses energy in the form of photons after being

decelerated by the electric field of a nucleus. Pair production describes the production of e+e− pairs

in a material’s nuclear electric field by a virtual photon from the particle. Photo-nuclear interactions

are again virtual photons arising from the particle interacting with the nuclei of the material, but in

this case they lose energy via an inelastic collision [31]. The relative contributions of the radiative

processes for water are shown in Figure 2.10. The nature of radiative losses is stochastic, resulting

in electromagnetic and hadronic showers of hugely varying energies occurring randomly along the

muon track. This is due to the processes’ small cross-sections and ‘hard spectra’, i.e. with a large

spectral index, leading to more higher energy events [1].

As demonstrated in Figure 2.9, the effect of different energy loss mechanisms is dependent on

the muon energy. Our region of interest for this analysis, 100 GeV to a few TeV, overlaps with the
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transition region from minimum ionizing to radiative loss dominated energies for muons in water.
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CHAPTER 3

THE ICECUBE NEUTRINO DETECTOR

The IceCube Neutrino Observatory is a cubic-kilometer neutrino detector that uses naturally oc-

curring glacial ice as a Cherenkov medium. We begin with a discussion of the detector design

optimized for the detection of neutrinos from the GeV to beyond the PeV-scale. A brief discussion

of the instrument systems that provide the means to realize a physics-quality data stream (Section

3.2) is followed by the characterization of the morphologies of the event signatures (Section 3.3)

and the modelling of the properties of the natural ice sheet (Section 3.4).

3.1 Geometry and design

The IceCube Neutrino Observatory, see Figure 3.1, along with its subdetectors has been specifically

designed and built to detect the Cherenkov radiation emitted by neutrino lepton daughters at the

GeV scale and beyond. The detector uses the deep ice of the Antarctic glacier at the South Pole

Station as the Cherenkov medium. Photomultiplier tubes (PMTs) are deployed in a 3-dimensional

array to instrument more than a cubic kilometre of ice [33]. The PMTs are encased in a glass sphere,

able to withstand the extreme pressures at the bottom of the glacier, along with an electronics main

board for signal digitalization and an LED flasher board for in-situ calibration purposes. These

integrated spheres are referred to as Digital Optical Modules (DOMs, see Figure 3.2 [34]).

The IceCube array is composed of 86 cables or ‘strings’, each with 60 attached DOMs for a

total of 5160 DOMs. To install each string, a 2.5 km deep hole was melted into the ice. The

DOMs and connective cable were lowered into the hole prior to refreezing to a depth of 2450 m

from the surface. A top-down view of IceCube (see Figure 3.3) shows the string arrangement in

an approximately hexagonal grid of almost uniform 125 m spacing between strings. This designed

spacing reflects the detector’s original primary goal to search for astrophysical neutrinos at the
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Figure 3.1: The IceCube detector at the South Pole. The IceCube array, DeepCore subarray, and
IceTop surface array are all labelled, as well as the IceCube Lab, which operates as the central
counting house for the facility. The Eiffel Tower is provided for reference of scale.
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Figure 3.2: A schematic diagram of IceCube’s Digital Optical Module (DOM) with main com-
ponents labelled [33]. The Digital Optical Modules comprise the primary instrumentation for the
IceCube detector. The components are contained in a 13-inch diameter glass sphere housing. The
downward facing PMT is a 10-inch diameter Hamamatsu R7081-02 for IceCube DOMs and a high
quantum efficiency 10-inch diameter Hamamatsu R7081-02MOD for DeepCore DOMs. The large
PMT is shielded by amu-metal grid, to mitigate the effects of Earth’s magnetic field, and is optically
coupled to the glass sphere with a silicone gel to enhance light collection efficiency. Associated
electronics include a main board, delay board, and a calibration board with LED ‘flashers’, as well
as a high voltage power source, providing power and control of the PMT, as well as performing
signal amplification, filtering and digitization [33]. The DOMs were designed to be robust and
reliable, and have realized a remarkable survival rate, with 98.4% continuing data-taking as of
2016, with failures primarily occurring during the initial commissioning period [33].

TeV - PeV energy scale [33]. A vibrant particle physics program at IceCube has also emerged

(atmospheric neutrino oscillations and dark matter searches) related to the DeepCore subarray

located in the bottom-half of the central region of the IceCube array. Here the target is lower energy

events (∼5 GeV to 100 GeV), requiring more densely spaced photocathode area. Rather than the

lateral spacing of 125 m and vertical spacing of 17 m of the primary array, the 8 DeepCore strings

have spacings of 40 - 100 m, averaging 70 m laterally, and 7 m vertical DOM spacing [33]. The

DeepCore DOMs also contain higher quantum efficiency PMTs than IceCube’s standard DOMs,

providing increased sensitivity to the Cherenkov radiation from relatively low energy (dim) events

[35]. Its placement allows DeepCore to leverage large portions of the IceCube detector as an active

veto to detect muons from cosmic ray showers, the primary background in the study of atmospheric

neutrinos [35]. Additionally, with the DOMs concentrated in the cleanest, clearest ice at the bottom
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Figure 3.3: Top view of IceCube. Green dots represent IceCube strings. The 8 red dots in the
middle represent the more densely spaced strings of the DeepCore subdetector. IceTop tanks are
represented by smaller blue dots.

of the detector, for maximal photon detection with minimal attenuation and scattering may occur

[35]. The third subdetector of the observatory is IceTop, the cosmic ray air shower array. It is

located at the surface of the ice sheet and consists of tanks of frozen ultrapure water equipped

with a pair of DOMs each. The 162 tanks are arranged in 81 stations, approximately following

the IceCube grid. In addition to acting as a partial veto system for downward-travelling neutrinos,

IceTop is used to study primary cosmic rays at energies of the PeV to EeV range [33].
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3.1.1 IceCube coordinate system

IceCube uses a local coordinate system with its origin at the centre of the detector, nearly 2000 m

from the surface of the ice sheet. The y-axis is aligned with the Prime Meridian and the x-axis

offset 90◦ clockwise, with the z-axis pointing up towards the surface [33]. Zenith directions of

particles are defined from 0 to π, with ‘down-going’ trajectories following from the surface through

the IceCube detector and ‘up-going’ trajectories through the detector after traversing the Earth.

3.2 Data acquisition and triggering

Photon detection occurs in an IceCube DOM when the observed charge exceeds a defined 0.25

photo-electron (PE) threshold. This detection, referred to as a ‘hit’, triggers recording and digitiza-

tion of the PMT waveform over a relatively long time window, up to 6.4 µs, to include late arriving

photons. A time window of width 1 µs is evaluated for locally coincident hits in time and space

[33].

Triggering algorithms apply specific criteria - number of hits, geometrical requirement - in a

specified time window to distinguish between particle interactions and uncorrelated electronic dark

noise. The primary IceCube trigger is called the Simple Multiplicity Trigger (SMT), with SMT8 -

identifying 8 or more hit DOMs within a 5 µs time window - being the most pertinent to the studies

presented here due to the target energy range and string spacing of the IceCube detector [33] [36].

3.3 Event signatures

Physics events in the detector deposit light in a few characteristic patterns. Cascade-like events

occur where the Cherenkov radiation is emitted over a short distance relative to the spacing of the

strings creating a spherical burst shape (see Figure 3.4a). Cascades are generated by a variety of

interaction types and may be either electromagnetic or hadronic. Electromagnetic cascades are

induced by CC interactions of electron and tau neutrinos. Hadronic cascades are the result of
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an NC interaction, as well as the initial neutrino-nucleon CC interaction, of any neutrino flavour.

Hadronic showers produce less Cherenkov light, and have a higher variance in the amount of light

produced per unit energy, due to the presence of neutral pions [37]. Electromagnetic showers have

an approximately linear relationship between Cherenkov light produced and the input energy [37].

At sufficiently high energies, i.e. the PeV-scale, a tau lepton may generate a ‘double bang’ signature

with two separate cascades (see Figure 3.4c).1

The focus of the analysis presented in this thesis is the remaining event signature - the ‘track’

type events generated by muons in the detector (see Figure 3.4b). The initial neutrino-nucleon CC

interaction produces a hadronic cascade, and the resulting muon lepton traverses the detector due

to its relatively long decay lifetime and, at the energies of interest here, that it largely experiences

ionizing energy loss. Cherenkov radiation becomes deposited in a cylinder or ‘track’, sometimes

for kilometers, depending on the muon energy. Above 1 TeV, the energy deposition becomes

dominated by stochastic interactions, at random intervals along the track, which have a cascade-like

energy deposition. The event selection for the analysis presented here targets muons produced

outside the detector, passing into the fiducial volume (and often all the way through, known as

‘through-going muons’). In this case, only the muon track and associated stochastic losses are

visible in the detector.

3.4 Optical properties of the instrumented ice

A fundamental challenge for IceCube is the inability to control properties of the glacial ice that

makes up the detector medium. To understand the detector data, precision knowledge of the photons

as they propagate through the ice is required. Photon paths aremodified by scattering and absorption

interactions in the ice, both with the ice itself and dust was deposited as the glacier formed [39].

To overcome this challenge, IceCube incorporates several methods of in-situ calibration to extract

the optical properties of the ice across the broad detector volume. During detector construction,

1The tau lepton travels a large enough distance that a secondary cascade is visibly separate from
from the initial hadronic interaction.
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(a) Cascade-like event, from a CC electron neutrino interaction.

(b) Track-like event from a neutrino-induced muon.

(c) ‘Double bang’ event from a neutrino-induced tau.

Figure 3.4: Diagrams of the main event signatures in the IceCube detector [38].
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a laser dust logger was deployed in eight of the still liquid holes and measured high-resolution

particulate profiles, providing a very accurate record of the amount of dust in the ice with varying

depth [40]. As noted above, each DOM includes a flasher board designed for calibration, including

12 LEDs that can be detected 0.5 km away. By emitting photons of known wavelength and intensity

from these LEDs with controllable output and recording the response of surrounding DOMs, the

local optical properties of the glacial ice may be measured, including the scattering and absorption

coefficients of the ice that may be extracted by performing a global fit to these data [39]. These

coefficients are used to model the ice for event simulation and reconstruction. Horizontal layers

of ice are defined with constant optical properties by averaging the coefficients over 10 m bins in

depth. The layered ice model is a natural representation of the glacier due to its formation via

precipitant deposition. Further detail has been added over iterations of the models, corroborated by

improvements in data-model agreement. For example, the ice layers are tilted, as observed in the

dust logger data [40], as well as an anisotropy in the ice overall [41]. The currently verified model is

referred to as ‘SPICE 3.2.1’ (for ‘South Pole ice’), and a plot of the ice properties, demonstrating the

agreement between MCmodelling and flasher data is shown in Figure 3.5. However, ice modelling

continues to be a dynamic and active area of study. One area of investigation uses a different

anisotropy mechanism called birefringence [42].

In addition to the bulk ice that makes up most of the detector, the refrozen ice around the

DOMs, or ‘hole ice’, is also undergoing active investigation. The installation of IceCube strings

was performed by a hot water drill, melting a 2.5 km deep hole in the glacier that refroze around

the DOMs but did not retain the natural layered properties of the ice sheet [44]. The effects of the

hole ice are included in the parameterization of the DOM angular response [39]. A hole ice model

with 2 parameters, p0 and p1, [45] is utilized in the MC and reconstruction for this analysis, with

only p0 varied for this work. Resulting models for a representative spread of parameter values are

shown in Figure 3.6. The effects of bubbles in the refrozen hole ice, cable shadowing and sensor

tilt are also currently being investigated [46].
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Figure 3.5: Scattering and absorption coefficients for the ‘SPICE 3.2.1’ ice model used in this
work against the depth in the ice [43]. Corresponding scattering and absorption lengths are also
plotted. Instrumented depths of IceCube and the DeepCore subdetector are marked, as well as a
region with high scattering and absorption known as the ‘dust layer’. The dust layer is a region
of the glacier with relatively high amounts of dust from increased deposition during a period of
decreased global temperature [40]. It is noteworthy that errors on these coefficients (not plotted)
increase significantly outside the instrumented volume.

Figure 3.6: Depiction of the hole ice model describing the angular acceptance of the DOMs [16].
The p0 parameter is varied, resulting in differing acceptance probability dominantly from the
direction of photons travelling upward into the DOM.
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CHAPTER 4

GENERAL ICECUBE EVENT RECONSTRUCTION

Once we have obtained our detector data, extracting accurate values of the particle parameters

is a highly non-trivial but critically important task for IceCube analyses. IceCube often uses

likelihood-based methods reliant on ‘photon lookup tables’ to predict the amount of detected charge

for hypothesis events. However, the naturally-occurring glacial medium constitutes a significant

source of uncertainty and the ongoing development of its modelling requires a more sophisticated

and flexible method of event hypothesis generation. Here a sample of event reconstructions that

apply the photon table method of IceCube are described in detail.

4.1 Introduction

Event selections generally use a series of reconstructions, with faster, simpler, lower level recon-

structions seedingmore accurate but resource-intensive higher levelmethods. Given the importance

of estimating particle attributes and the myriad categories of events, including particle type, en-

ergy, direction, and location in detector, event reconstruction is a long-studied topic within IceCube

where a wide range of different methods have been developed.

4.1.1 General likelihood framework

Likelihood-based reconstruction methods can be identified in three components - hypothesis,

comparison function (the likelihood) and optimization algorithm (generally, a minimizer). The

hypothesis is our model of the event being reconstructed. It is described by a set of parameters and

seeded with an initial set of well-motivated values. The likelihood function in this case compares

charge - that in the data to the prediction in the hypothesis event. This information is passed to

a minimizer to navigate the typically multi-dimensional likelihood space, where the number of
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parameters is equivalent to the number of dimensions.

IceCube uses a flexible reconstruction framework that allows the user to select a combination of

these elements, internally known as ‘gulliver’ [47]. A more specialized software tool built on the

framework is the ‘millipede’ family of reconstructions. Millipede is designed to reconstruct events

consisting of various combinations of muon tracks and electromagnetic cascades to build event

hypotheses. Its most general event hypothesis consists of a muon track passing through the detector

with stochastic energy losses occurring regularly along its length, analogous to the millipede insect

with the legs represented by cascades. It can, however, also handle events as simple as a single

cascade. A particular strength of millipede is its internal minimization of component particle

energies, as described in [37]. This optimization is performed separately for every step taken

during minimization of the remaining parameters, reducing the dimension of the parameter space

to be handled by the selected (external) minimizer. My work in improving event reconstruction

in IceCube focuses on increasing the accuracy of the predicted charge of the millipede hypothesis

events, as detailed in section 4.2.3 and chapter 5. The reconstructions in the millipede software

suite utilize a Poisson likelihood function including a noise term since we are considering the

probability of detecting photons in a PMT, a Poisson process, in a detector with multiple sources of

noise e.g. DOM pre-pulsing, after-pulsing [37]. A number of minimization algorithms have been

implemented in the standard IceCube software and are available for use.

4.1.2 Muon angular reconstruction

For high-level reconstruction of muon track direction, a maximum likelihood method is employed.

This approach calculates an unbinned likelihood considering the photon arrival time probability

distribution function of the first photon to reach the photosensor. Using only the first photon

reduces bias from simplifying approximations /systematic uncertainties. For example, in general

less photon scattering is involved for the first photon, reducing the dependence on accuratemodelling

of ice properties while also significantly increasing the reconstruction speed [48]. The muon is

approximated by an ‘infinite’ muon hypothesis, that is, a muon passing completely through the
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detector. The charge expectations are supplied by photon lookup tables of averaged muon tracks

including stochastic losses, generated using direct photon propagation. A full description of these

unique spline table features is included in [49].

4.1.3 Muon energy estimator

The event sample described in this thesis was previously reconstructed for energy via the truncated

mean of muon specific energy loss, also known as dE/dx – the amount of energy deposited over

some distance. This quantity is correlated to muon energy at the interaction, hence its value as

an energy estimator. The distribution of dE/dx values, measured along the track, is broadened by

stochastic losses, the primary method of muon energy loss above approximately 1 TeV. Removing

this high value tail of the distribution, or truncating the mean of dE/dx, improves the resolution of

this method [50].

To calculate the truncated mean, the track is first divided into segments via planes perpendicular

to the track. dE/dx is calculated for each segment via the comparison of observed and expected

photo-electrons, and a fraction of the highest values are removed. The charge expectation is

provided by discrete photon lookup tables, described in the next section. A truncated dE/dx value

is calculated and the muon energy is obtained via a non-linear mapping. This method has been

optimized for energies above 1 TeV [50].

4.2 Photon lookup tables

My work on event reconstruction has been primarily related to generation of expected charge for

hypothesis events. Frequently, this requires pre-generated template events stored in lookup tables.

These photon lookup tables were previously produced using Photonics software [51], which draws

from parameterizations of GEANT3 simulation [52]. The detected charge expectation is furnished

by accessing these tables that describe events at different depths and zenith directions in the ice

(due to the distinct ice modelling. These tables may be used for both simulation and reconstruction.

30



Given that the two most basic event topologies in the IceCube detector are the approximately

point-like bursts of light called cascades and the long tracks generated by muons, photon lookup

tables must be created for each of these event types. Cascade-like events are represented by an

electromagnetic cascade. Muon segments, i.e. a finite segment of a minimum ionizing muon, can

be combined to represent a muon track. Muons may also be represented as ‘infinite’ tracks, that is,

passing through the detector. Infinite track tables are unique in that they generated using different

software (a different photon propagator) and have unique properties, as mentioned in section 4.1.2

and detailed in [49].

4.2.1 Generation of tables

The goal in table generation is to obtain the most probable representation of the event at a unit

energy, 1 GeV, so that it may be scaled up to represent a the broad energy range accessible by

IceCube. 50 million photons are drawn from parameterizations of GEANT3 photon production of

particles to achieve an average statistical representation. Additional weighting is applied to convert

from photon to charge expectation, as well as downscaling to convert from 1 TeV to 1 GeV. These

expectations are stored in 4-dimensional binned objects - 3 spatial coordinates plus time, with the

origin at the vertex of the particle [51].

As described in section 3.4, the glacial detector medium is modelled as a series of discrete 10

m layers with unique scattering and absorption quantities. This means that the charge expectation

for an event will depend on the specific local layer(s) of ice, making the depth and zenith angle

of the particle is crucial in the hypothesis. To describe the full detector, the 4D table objects are

generated over ±800 m in 10 m intervals and 0◦ to 180◦ in 10◦ intervals in IceCube coordinates,

for a total of 1539 sources. Initially, these discretely binned tables were the the final product and

are still used for some reconstructions (e.g. section 4.1.3). However, there are several advantages

to processing the raw tables with spline fits, described in the following section.
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4.2.2 Splining of tables

Discrete tables can be problematic due to numerical artifacts, which can only be combated by

binning more finely, resulting in ballooning of the table size to the terabyte-scale. To reduce the

size of the lookup tables, the raw 4D tables may be fit with few-order basis splines and the resulting

splines may be ‘stacked’ into a 6D object and pseudo-interpolated. [53] Each full set of tables

undergoes this process twice - once with timing information (4D → 6D) and once with the time

dimension summed over for amplitude-only tables (3D→ 5D).

4.2.3 Improvements to the method

In generating enhanced lookup tables with an eye toward low energy events. The following steps

were taken in updating the photon tables for both cascades and finite muon tracks.

4.2.3.1 Geometry

Previously existing lookup tables used a spherical coordinate system for both cascades and finite

muon segments [51]. Spherical coordinates are a clear match to the intrinsic geometry of a

cascade event, however the intrinsic geometry of a muon track is much better suited to a cylindrical

coordinate system. This modification was implemented for the finite muon segment tables.

4.2.3.2 Source

Even finely binned photon tables have an inherent disadvantage of being drawn from outdated

GEANT3 parameterizations. Previous tables were generated by drawing a fixed number of photons

from the parameterizations to obtain an averaged distribution. The applied parameterization

represented a 1 TeV event which was then downscaled to a 1 GeV/unit event. The updated tables

instead draw from parameterizations that use direct propagation of particles with GEANT4 and

photons with the OpenCL-based propagation software used for IceCube simulation [54]. For

the direct photon propagation, 1 GeV particles were directly generated with 300 events after an
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optimization study of the number of events required to produce stable expectations at the spline

level (testing from 100 to 900 events per table). This produces, on average, 73 million photons

per table for cascades and 77 million photons per table for muons. No appreciable fluctuations in

the spline fits were observed in the regions where the photon flux is reliably above the detection

threshold of the PMTs.

As before, the full set of tables includes particles originating at depths from -800 m to +800

m in 10 m intervals and at zenith angles from 0◦ to 180◦ in zenith in 10◦ intervals for each depth,

using the IceCube coordinate system, and at the centre of the detector in the x-y plane. Each of

these 1539 source table files, containing the propagated photons from 300 events, required between

1 - 3 hours computational time. Each also underwent the splining process described above, for a

total of 3078 spline files. The end products of a total charge amplitude spline lookup table and a

probability amplitude (time inclusive) spline.

An advantage of moving to direct photon propagation is the more physically accurate results.

For example, simulating events at 1 GeV rather than downscaling 1 TeV events provides a more

faithful representation for the lowest energy events at this scale. Figure 4.1 provides another example

that addresses the smearing of the Cherenkov peak in low-energy events due to the propagation of

the electron from its point of generation. These features are particularly important for low energy

events that have higher probability to be affected due to smaller string and DOM spacing.

In the absence of an established procedure to verify that the spline fits are a good description of

the raw photon tables, plots of discrete table and spline fit amplitudes were generated in 2D slices

through the 4D objects and scanned by eye (see Figure 4.2 for example). This was performed for

a representative sample of depths and zenith angles - specifically, depths: 0 m, ±360 m, and ±500

m and zenith angles: 10◦, 90◦, and 170◦ addressing the outer edges of the detector, the centre

(with the dust layer), the top portion with higher scattering, and the deep, clearest ice. This also

addresses up-going, down-going and horizontal event directions.
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Figure 4.1: A comparison of a photonics-based (dashed lines) to a photon-propagator-based (solid
lines) table describing a horizontal cascade event in the middle of the detector (depth of 10 m,
zenith angle of 90◦). The local coordinate system is in spherical coordinates. The probability
of detection amplitudes have been averaged over the azimuthal coordinate. The photonics table
shows a perfectly sharp Cherenkov peak from a perfect point emission, whereas the smearing of the
photon-propagated Cherenkov peak is due to the propagation of the electron from the full GEANT4
propagation. The difference in amplitude scales, in particular at small radii, is a known discrepancy
between these parameterizations and GEANT for low energies.
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Figure 4.2: Slice of a 4D muon lookup table generated with direct photon propagation. Table
describes photon detection probability for a 1 GeV muon in a local cylindrical geometry, where the
origin is at the muon’s start point and the z-axis (‘parallel distance’) is aligned with its direction of
propagation. ‘Perpendicular distance’ describes the r axis. The discrete bins of the photon table
are marked by the points, and the 4D spline is marked by the line. The 3D plot on the left contains
the 2D slice on the right. A series of analogous 2D plots were generated for the verification of the
tables, as described in the main text.
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4.2.4 Limitations of existing tables

Generating, splining and verifying a set of tables is an intense effort. The generation alone requires

1 - 3 hours per table. Splining the tables requires a much more variable run time, and the amount of

memory required can be quite large. Some of the source tables, ∼10%, require repeated attempts

for the spline coefficient minimization to complete successfully. A fraction of the source tables,

∼5%, require extremely high amounts of memory to produce the spline fit, such that only a portion

of the available large-scale computational clusters contain nodes with sufficient memory.

In addition to the computational power and time to generate the splines, optimal placement of

the knots and value of spline settings is a challenge. The shape of the amplitudes includes sharp

peaks near the start of the event, but slow, gradual change throughout most of the space. The

splines must be able to rapidly adjust to describe the sharp peaks, but this is a disadvantage farther

away from the event vertex where low bin content or even empty bins can cause the splines to

experience large fluctuations. There is also the consideration of ‘ringing’, which can be reduced by

regularization but that makes fitting peaks more difficult [53]. Placing more knots in the regions

of rapid change, and fewer farther away, helps to address the above but still requires optimization

of these settings. The other consideration is that the spline fit parameters must be uniform across

the detector, while the ice is not. The 4D splines are combined into one object via a stacking

process, which requires the full set of tables across depths and zenith angles to have identical knot

settings [53]. Specifically, the bottom portion of the detector, where the ice is clearest and with the

least scattering and absorption, has sharper peaks that are more challenging to describe. Thus, the

requirement that all depths and angles be treated identically complicates the process, as otherwise

the optimal settings would vary due to these properties.

Relatedly, the verification process is both time-consuming and imperfect. A full set of spline

tables contains 3078 files, each with O(100) 2D slices of the 3D or 4D object, where the exact

number of slices is dependent on the specific binning. Checking the complete contents of the final

product 5D and 6D spline tables by eye is not feasible. In principle, this would be improved by
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an automated check, such as a chi-squared fit comparing discrete tables and spline fits. However,

the importance of the goodness of fit depends on location, e.g. outside the detector is less critical

than the instrumented volume. The construction of such an automated verification remains unclear.

Specifically, even for a reduced set of depths some source tables will describe regions outside of

the detector leading to empty bins which tend to cause the spline fits return to unphysically large

or small values. Restricting the splines’ ability to change gradients quickly would prevent these

fluctuations, but would also prevent the spline from fitting the sharp peak of the distribution at

the source vertex. Obtaining a good fit to these unused regions of the detector requires not only

time to deduce an effective configuration of knots in the region, but increased memory to store

and use the additional spline coefficients, reducing the effectiveness of the photon lookup tables as

a reconstruction tool. Thus, although the most straight-forward approach, an algorithm checking

the goodness of fit e.g. calculating the chi-square value at all points of the spline is superfluous -

certain regions may be a poor fit without compromising the effectiveness of the tables.

4.2.5 Future considerations

There are several challenges for the future use of photon lookup tables. As previously mentioned,

photon lookup tables are specific to the ice model used in their generation. This means that the

generation, splining and verification process must be repeated for every update of the ice model,

representing a significant recurring investment. Another concern is that the modelling of the

glacial ice continues to evolve in complexity and sophistication, as discussed in section 3.4. These

additional layers of detail would, at best, require additional dimensions for the tables, dramatically

increasing their size and memory usage to the the point of becoming unusable. Further, some

models break the assumptions and approximations involved such that it may not be possible to

parameterizable the information into a table. Yet another factor is the incorporation of diverse

types of optical sensors for future detector upgrades. Both the different geometries of the sensors

and combination of types of sensors introduce significant complications into the modelling.
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CHAPTER 5

PRECISION EVENT RECONSTRUCTION USING DIRECTLY SIMULATED
HYPOTHESES - DIRECTRECO

To make use of the best modelling of the glacial detector medium, DirectReco replaces photon

lookup tables with OpenCL-based photon propagation software. The resulting charge expecta-

tions are input to the existing reconstruction framework to leverage its flexibility and structure.

To reconstruct the through-going muon events of interest to the neutrino-nucleon cross-section

measurement, a unique hypothesis tailored to the physical properties of this energy range was

implemented and tested.

5.1 Concept

A primary deliverable of the presented analysis is a novel reconstruction method called DirectReco.

The principle is to maintain the extant reconstruction framework, described in 4.1.1, and introduce a

direct replacement for the photon tables that instead uses photon propagation and the full description

of an ice model to generate the charge expectation for a given hypothesis. This retains all the

flexibility of hypothesis construction, choice of reconstruction elements, and code development of

the gulliver [47] and millipede [37] projects, while adding the increased accuracy in ice modelling

and the ability to modify that model without any lead time. The OpenCL-based photon propagation

software utilized inDirectReco is also used to generate IceCube simulation. Direct simulation of the

hypothesis event addresses the predicament of parameterizing ice models of increasing complexity

into lookup tables that would require prohibitive amounts of computational time and memory both

to generate and to use in event reconstruction.

Two underlying considerations in formulating event hypotheses are 1) the accuracy of the

approximation of the physics event, and 2) the ability to define the lowest dimensional space that

efficiently describes the essential elements to be fitted. Direct photon simulation addresses the
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need for accuracy-limiting approximations to be built into the template events stored in lookup

tables. Cascades are produced at the prescribed energy, rather than scaling a template. Muons

are simulated as a function of energy rather than approximated as a series of ‘stacked’ track

segments or as an ‘infinite’ track passing through the entire detector. Additional options, including

more particle types, simulating muons as a function of energy rather than length, and simulating

at hypothesis energy, provide space for creativity in both construction and parameterization of

hypotheses. Through the improvements of event hypotheses and direct minimization of energy

parameters, DirectReco provides the opportunity to improve energy resolution, its most promising

aspect.

The biggest drawback to DirectReco is in the time to generate each hypothesis as photon

propagation time is the bottleneck. It is therefore necessary to consider carefully the number of

events to be reconstructed and the number of parameters to minimize.

The opportunity to select the reconstruction model not only simplifies using updated ice models

and matching the model used in reconstruction to that used to generate simulation, it also makes

possible advanced studies of a wider variety of systematic uncertainties. By efficiently reconstruct-

ing the same simulation with the same reconstruction but applying different ice models, the effect

of changing ice models may be studied in great detail.

5.2 Hypothesis generation

Event hypotheses are constructed in the millipede software module, with the number and placement

of particles in the detector, and the tuneable parameters defining them, detailed there. For each

minimizer step, the hypothesis, parameters and photon binning are passed to the photon propagator

module. The propagator creates a geometry of potential photon detection locations and compiles

it into an OpenCL kernel. It then creates a number of identical hypothesis particles (for further

detail on this oversampling parameter, see section 5.3) and divides them into smaller pieces to pass

to the graphical processor unit (GPU). The GPU returns the propagated photons for each portion
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of the hypotheses. Each photon has its hit probability weight added to the appropriate bin in

each receiver. The weight is a multiplication of: the photon’s survival probability; photo-electron

acceptance by the PMT after passing through optical module glass, optical gel and PMT photo-

cathode as a function of wavelength; photon angular acceptance as the relative collection efficiency

of the optical module as a function of photon impact angle and; normalization by the number of

hypotheses propagated, or oversampling. This binned charge prediction is then passed back to the

reconstruction module for calculation of the log likelihood compared to the data.

5.3 Oversampling and optimization

A unique element to DirectReco is the oversampling parameter. To obtain the best, most-likely

representation of an event, the average charge expectation is desired. Each hypothesis is simulated

repeatedly to obtain a reliable representation of the event. This idea is also realized in production

of photon tables (see sections 4.2.1, 4.2.3.2). However, it becomes a tuneable parameter for

DirectReco. In simulating more events there is a trade of that the more accurate the predicted

charge the more photons that are propagated, and the longer each hypothesis takes to generate.

Different values of oversampling are appropriate for different particle energies; the approach of

propagating O(10 000 000) photons to obtain a very stable expectation holds, but since particle

energy correlates with number of photons, different energies requires different oversampling to

reach sufficient statistics (see a low-energy event example in Figure 5.1).

The stability of the calculated likelihood value must also be considered. If a particular point

in the likelihood space is tested multiple times, the variable nature of the simulation means that

the charge expectation will vary from the previous representation. The change in expectation input

may then cause the likelihood value to shift, creating a fluctuation in the likelihood space. An

unstable likelihood space creates challenges for the minimizer, compromising the accuracy of the

result and/or the minimizer’s ability to return a result. The stability of the space is therefore a

primary challenge and is regulated by the oversampling.
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Figure 5.1: Sample optimization for a low-energy muon event. The stability of the event hypothesis
increases with increasing oversampling. Stability is measured by calculating the likelihood of
an event hypothesis 500 times for each value of oversampling and comparing the width of the
distribution of likelihood values.

The optimization is thus the balance between high photon statistics accuracy of the event

hypotheses, and the time to calculate each hypothesis. Note that other factors may also affect

oversampling, such as the event type and the location in the detector.

5.4 Likelihood

To account for the limited statistics of the predicted charge, a modified Poisson likelihood [55] is

used in place of the standard Poisson used in default millipede [37]. For DirectReco, we simplify

this to the bin-wise calculation

− lnL = ns ∗ s ∗ ln(
s
µ

) + nd ∗ d ∗ ln(
d
µ

), (5.1)

where

µ =
nss + ndd

ns + nd
. (5.2)

Here nd is the number of data trials (1 for reco), d is the observed charge, ns is the number of

simulation trials (oversampling), and s is the expected charge. Including simulation uncertainty
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smooths the likelihood space and broadens the minima, facilitating optimization.

It is important conceptually to note that while there is no uncertainty associated with the charge

expectation from photon tables, they are also not absolutely correct. It is unclear how one would

assign an uncertainty to the table expectations. However, they have the advantage of being generated

with high statistics, and therefore high accuracy, since they are generated once and used repeatedly.

From the perspective of minimization, this specific point is irrelevant though as the static nature of

the photon tables eliminates the difficulty of oversampling.

5.5 Application to intermediate energy through-going muons - DiscoFit

While DirectReco is a general reconstruction tool, it may be tuned to a specific class of events

for a dedicated analysis. For the analysis described in this thesis, the energy range of interest is

intermediate to those typically of interest to IceCube topics, with analyses tending to focus on

GeV-scale or tens of TeV and higher scales.

5.5.1 Reconstructing through-going muons

The events of interest to the neutrino-nucleon cross-section measurement are neutrino-induced

muons that are produced outside the detector volume and may stop inside or pass all the way

through IceCube, commonly referred to as through-going muons. Through-going muon energy

is a challenging event quantity to reconstruct. Other classes of events include ‘starting’ or ‘fully

contained’, where neutrino interactions occur inside the IceCube volume and, for the latter, the

daughter particles also stop inside the detector. Thus most or all of the energy is deposited where

it may be detected. On the contrary, through-going muon estimated energy always represents a

lower limit since the initial interaction, and (potentially) subsequent stochastic losses are deposited

outside of the detector before and often after the muon passes through the instrumented ice. There

are therefore multiple definitions of the ‘true’ muon energy, even though all are an approximation

of the neutrino energy, ultimately the physical quantity of interest. Options for the definition of

41



μ

νμ

muon energy at 
interaction vertex 

muon energy at 
detector centre

muon deposited 
energy

neutrino energy

muon energy at 
detector entry 

Figure 5.2: An upward-going neutrino passing through the Earth and interacting in the bedrock
below IceCube. The muon daughter passes through the detector and exits, continuing its trajectory.
The particle’s defined ‘true’ energy depends on which point of the journey it is in, with various
definitions of energy and their locations are labelled as such.

the ‘true’ muon energy are: the muon’s energy upon entering the detector; its energy at its nearest

point to the centre of the detector or; the total amount of energy deposited in the detector. The data

generally describes the deposited energy, which is less correlated to neutrino energy than the other

definitions. The muon’s energy at various points in its journey is summarized in Figure 5.2.

Another factor to consider for the analysis target events is their energy range, here between 100

GeV to 5 TeV. This is a transition region for muons, with energy loss mechanisms progressing from

minimum ionizing particles to becoming completely stochastic loss dominated [1]. For further

detail, see section 2.5. Knowledge of these physical characteristics need to be incorporated into the

reconstruction for best results.
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5.5.2 Event hypothesis and parameterization

The most complex event hypothesis in millipede is that of a high energy muon track, built from a

series ofmuon segments and regularly spaced cascades to represent themuon track and its stochastic

losses. In practical use, the track segments may be disregarded as they contribute a relatively small

amount of light that is effectively represented by the cascades. For DiscoFit, we use this knowledge

to choose a representation of a through-goingmuon as a series of equally spaced cascades, spanning

the detector. However, assigning the energy of the cascades is unique. The event hypothesis has

one tuneable energy describing the entire muon, and each cascade is simulated as having an equal

fraction of that total energy. The muon energy is optimized directly via an external minimizer,

specifically the SIMPLEX algorithm [56]. The hypothesis choice reflects the physical nature of the

muon energy losses at the target energy - a transition region from minimum ionizing particles to

becoming dominated by stochastic losses, as detailed in section 2.5. Only energy is estimated and

the other parameters are set using the direction reconstructed with the method described in section

4.1.2. The existing energy estimator, truncated mean of muon dE/dx, is used as an input seed.

5.5.3 Performance and comparison

Next one determines the performance of DiscoFit and compares this to the reconstruction previously

used for these events. A common set of events was processed, in this case a subset of final level

Monte Carlo events using the selection described in section 6.2. The previous energy estimator

computed the truncated mean of muon dE/dx, a method tailored to TeV-scale and higher energy

muons that are dominated by stochastic losses [50]. The energy resolutions are calculated as

noted below and are plotted in Figure 5.3. Following the method outlined for determining energy

resolution for a proxy observable in [37], 1D slices in true energy are taken from the 2D distribution

of the proxy observable (reconstructed energy) and true energy. Each resulting 1D histogram is

fitted with a Gaussian distribution to find the resolution via its sigma parameter or width of 68% of

the distribution. The muon energy at its closest point to the centre of the detector is considered the
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Figure 5.3: Energy resolution comparison of the existing reconstruction[50] and DirectReco for
a subset of final level Monte Carlo events. True energy here is the muon energy at its closest
point to the centre of the detector. DirectReco shows a significant improvement in resolution up to
approximately 10 TeV, the target energy for this analysis.

true energy.

There is some subtlety in the choice of true energy and the center energy is selected in an attempt

to show the most fair comparison betweenmethods. DiscoFit is reconstructing the deposited energy

and will show the best resolution in that comparison, whereas the existing method is tuned to the

energy at the particle’s closest approach to the center of the detector, similar to the muon’s energy

at detector entry. In the regime where energy deposition is dominated by stochastic losses, the

truncated mean method should provide a better estimate of the muon interaction energy than a

deposited energy due to the inclusion of information from those stochastic losses. Figure 5.3 shows

an improvement in resolution for DiscoFit at the lowest energies up to a few TeV where the event

hypothesis is a good physical description. Above these energies, DirectReco’s performance starts

to degrade and the optimization of the other method becomes evident.

44



CHAPTER 6

ELEMENTS OF THE NEUTRINO-NUCLEON CROSS-SECTION ANALYSIS

This chapter presents the analysis of the neutrino-nucleon cross-section at intermediate energies,

measured via normalization of the predicted neutrino flux. Two energy windows of interest are

defined, 100 - 350 GeV and 350 GeV - 5 TeV, each with their own scaling factor on the Standard

Model cross-section. A prior is calculated from accelerator-based cross-section data to constrain

the lower energy bin, allowing the fit to focus on the higher energy range where no measurements

currently exist.

6.1 Concept

Accelerator measurements of neutrino-nucleon cross-sections use knowledge of the neutrino flux

from the beam and the observed detector data to determine the cross-section. The upper limit of

such measurements is currently approximately 350 GeV. At higher energies, specifically few-TeV

to PeV energies, neutrino-nucleon cross-section measurements use the observation of the neutrino-

Earth absorption and a model of the Earth’s interior to infer the cross-section. However, this is

an energy dependent effect, lessening in magnitude as energy decreases, with the Earth becoming

effectively transparent to neutrinos around 1 TeV (see Figure 2.7 and section 2.4.3). This leaves an

unmeasured region, or gap, in neutrino-nucleon cross-section measurements from O(100 GeV) to

O(TeV).

IceCubemeasures very high statistics sample of atmospheric neutrino events in the intermediate

energy region between ∼100 GeV and 10 TeV. Here, the linear relationship between the observed

event rate and the cross-section is utilized to make a measurement relative to the baseline model.

This method relies on the assumption of given models of the atmospheric neutrino flux, resulting in

a model-dependent measurement. The baseline cross-section model is the Standard Model theory
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for our energy range of interest, the Cooper-Sarkar-Mertsch-Sarkar model [3].

6.2 Event selection

After a decade of data-taking and analysis development, IceCube has constructed a number of

event selections tailored to different event types and physics topics. For this cross-section analysis,

a high statistics sample of well-understood muons derived from νµ CC interactions with minimal

background is required. Such an event samplewas developed for the purposes of studying the diffuse

flux of astrophysical neutrinos [18, 21], consisting of through-goingmuon tracks originating outside

of the detector. Events originating from the bedrock region (zenith angle > 85◦), utilizing the earth

as a shield, as well as a Boosted Decision Tree to remove atmospheric muon backgrounds achieve

99.7% neutrino purity. This analysis will use data collected from May 2010 to December 2018. It

is noted the diffuse astrophysical analysis also included data from May 2009 - May 2010, during

which only 59 out of 86 strings were installed and must be treated separately from the other years of

data due to differences in the calibrations [16, 21]. Given that the IC59 year has a limited statistical

contribution, it is excluded from this analysis for efficiency.

6.2.1 Reconstruction

The existing event sample utilized an energy reconstruction optimized for the high-energy end of

the spectrum (described in section 4.1.3), the focus of the astrophysical neutrino flux analysis.

For the purposes of this GeV - TeV focused study, a new energy reconstruction is tailored to the

low-energy part of the event sample, DiscoFit, described in section 5.5 and the resolutions of the

methods are compared in section 5.5.3. Due to the physics of the event hypothesis, the performance

of DiscoFit starts to degrade above a few TeV, where the existing method begins to improve due

to the dominance of stochastic losses. The reconstruction of the zenith angle, discussed in section

4.1.2, is unchanged.

To obtain accurate and efficient reconstruction of a large amount of simulated events with a
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Variable Number of bins Range Spacing
Reconstructed muon energy 50 102 − 107 GeV Equal in log10 space
Reconstructed zenith angle 33 85◦ - 180◦ Equal in cos(zenith) space

Deposited charge 2 0 - 106 PE Split at 100 PE

Table 6.1: Binning of the relevant analysis observables.

wide range of neutrino energies, further optimization is pursued. The goal is two-fold: to keep the

per-event reconstruction time to a minimum and; to reconstruct as many Eν ≤ 5 TeV signal events

as possible, skipping well-reconstructed higher energy background events to conserve processing

time. To limit reconstruction timewithout loss of resolution for the target events, or introducing bias

against higher charge events, an upper limit of 42 minimizer steps is based on a performance study

of ∼147 000 total events, ∼130 000 with Eν ≤ 5 TeV. To restrict the number of slow, high-energy

events processed with DiscoFit, deposited charge is used as an energy proxy, determining whether

an event will be reprocessed. A optimization study is conducted with goal of reprocessing at least

90% of signal neutrinos in the energy range of interest (≤ 5 TeV) and detailed in Figure 6.1. The

selected charge value is 100 PE, the lowest tested, yielding 91% of signal neutrinos reconstructed

with DiscoFit, and 45% of background neutrinos (> 5 TeV) retain their existing reconstructed

energy. The next tested value (200 PE) shows a significant decrease in ‘skipped’ background

events. A plot demonstrating the 100 PE proxy is shown in Figure 6.2.

6.2.2 Binning of observables

The original binning of the event sample specifically considered the high-energy nature of the events

of interest, with 50 logarithmically spaced bins from 102 to 107 GeV in reconstructed muon energy,

and 33 bins equally spaced from 85◦ to 180◦ in cosine of reconstructed zenith. To ensure efficient

uses of the sample in the analysis presented here, this binning in energy and zenith is retained,

but a 3rd dimension in deposited charge is added with 2 bins - 0 to 102 PE and 102 to 106 PE.

The purpose of the additional dimension is to keep events processed with different reconstruction

methods separate, rather than treating them as though they are the same, resulting in a discontinuity
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(a) Potential cut values on deposited charge (‘qtot
cut’) against the fraction of signal events reprocessed
with the updated reconstruction (black) and fraction
of background events retaining the previously exist-
ing reconstruction (blue).
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5 TeV

(b) Neutrino energy and deposited charge with low
energy signal and high energy background events,
as labelled. The potential cut values on deposited
charge (also shown in 6.1a) are marked in purple.

Figure 6.1: Optimization of reprocessing events using baseline simulation. The goal is to recon-
struct most of the signal events while allowing most of the background events to retain the existing
reconstruction. Deposited charge (‘qtot’) is considered as an energy proxy to make the distinction
between which events to reprocess. The lowest tested value of 100 PE is chosen. Simulation is
weighted with the Gaisser-Hillas H3a cosmic ray model [57] and SIBYLL2.3c hadronic interaction
model [58].

in energy as well as lost information. An example of the expectation histograms is shown in Figure

6.3 for simulation with parameters at baseline settings. The binning is noted in Table 6.1.

6.3 Analysis methods

A forward folding fit, where data and MC simulation are processed identically and then compared

in the reconstructed space, is performed on the histogram of observables. Re-weighting is applied

to the true energy and zenith angle events. The binned event counts are compared with a Pois-

son likelihood including Gaussian penalties applied for several of the parameters in the fit. Fit

parameters and priors are described in the following sections and summarized in Table 6.2 (end of

chapter).
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Figure 6.2: Schematic demonstrating the DiscoFit reprocessing criteria. Events with ≤ 100 PE
in deposited charge are reconstructed with ‘DiscoFit’ and those > 100 PE retain their ‘truncated
energy’ reconstruction. Simulation is weighted with the Gaisser-Hillas H3a cosmic ray model [57]
and SIBYLL2.3c hadronic interaction model [58].
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Figure 6.3: Expectation histograms for baseline settings of all parameters.
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6.4 Sources and Modelling

The Monte Carlo expectation is comprised of the sum of multiple sources of events. Sources

include conventional and prompt atmospheric neutrino fluxes from cosmic ray interactions and

an isotropic flux of astrophysical neutrinos. An example of expected rates for the cumulative

and the individual sources is shown in Figure 6.4. In the astrophysical diffuse analysis, a fourth

source of mis-reconstructed atmospheric muons is also included. This is not applied here as

it constitutes approximately 0.13% of the entire sample [16], and its inclusion adds significant

complexity in the applied template. While this background contributed a significant change for

the diffuse astrophysical flux analysis, this is not the case for the cross-section parameters. The

template makes a small contribution at low energies, similar to the astrophysical flux contribution

for those energies, whereas the conventional flux dominates that portion of the spectrum and our

signal events. A large change in rate would therefore be required to observe a significant change

for this study. A bias test confirms that this is a small effect: a likelihood fit with the pre-existing

muon source template included in the expectation, but with its normalization fixed to 0 in the

fit, approximates the effect of a muon background component being present in the data and not

accounted for in the analysis. This results in a bias of <1%, negligible compared to the predicted

∼10% uncertainty on the measurement.

Atmospheric neutrino fluxes are modelled using the MCEq software package [59], with the

Gaisser-Hillas (H4a) cosmic ray model [57] and SYBILL2.3c hadronic interaction model [58]

selected as the baseline. Atmospheric flux modelling uncertainties are considered via nuisance

parameters, included in the likelihood fit but not described in the physics result.

6.4.1 Atmospheric Modelling Parameters

An important element of the analysis is the treatment of the atmospheric neutrino flux that dominates

the energy range. Two parameters govern the uncertainty from the cosmic ray modelling: one

modifies the cosmic ray spectral index; the other interpolates between two disparate cosmic ray
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(b) 1D plot of expected bin contents for recon-
structed energy.

Figure 6.4: Expected bin contents for 1D representations of the observables histogram (summed
across the other 2 dimensions - deposited charge and energy or zenith). The parameters are at
baseline settings with the exception of prompt normalization (1 instead of 0) and astrophysical flux
parameters (normalization: 1 instead of 1.5, spectral index: 2 instead of 2.3). The difference in
the magnitude of contribution and the shape can be clearly seen. The double peak in the energy is
due to the two different reconstruction methods, where DiscoFit creates a second, shifted peak as
it prefers reconstructing to lower energies.

models, specifically Gaisser-H4a [57] and GST-4gen [60], to represent shape differences. The

definition of the cosmic ray interpolation parameter, λCR interp, is shown in equation 6.1, where Φ

indicates a neutrino flux including the simulated reweighted flux, the Gaisser H4a flux or the GST4

flux for either the conventional or prompt case, respectively.

Φ
reweighted to CR-model
conv./prompt = Φconv./pr., H4a × (1 − λCR interp) + Φconv./pr., GST4 × λCR interp (6.1)

That is, λCR interp = 0 indicates a flux exactly like the H4a model, and λCR interp = 1 indicates a

flux exactly like the GST4 model.

To describe the uncertainties from the hadronic interaction modelling, four parameters from the

Barr parameterization [61] are implemented, specifically, H, which modifies pion production, and

W, Y and Z, which modify kaon production. The Barr parameters have Gaussian priors with widths

determined by the uncertainties derived in the paper. Varying all six atmospheric parameters within

the priors provides the fit with sufficient flexibility to describe a variety of atmospheric flux models
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[16].

6.5 Physics Parameters

This analysis measures the neutrino-nucleon cross-section as a multiplicative factor on the Standard

Model prediction for these energies, CSMS [3], used in the Monte Carlo simulations. Two physics

parameters are fitted; one governs neutrinos at 100 - 350 GeV and the other at 350 GeV - 5 TeV.

The total CC cross-section is measured with the assumption of identical scaling for the νµ and ν̄µ

cross-sections. Only deep inelastic scattering interactions are included in both the theory and the

event sample. For further discussion, see section 2.4.1.

6.5.1 νµ and ν̄µ

Cross-sections for νµ and ν̄µ are quite different for the energy region of this analysis. The event

sample contains a combination of the two particle types since both are produced in the atmosphere

but IceCube cannot distinguish between them. As the multiplicative cross-section factors are

applied to this sum of νµ and ν̄µ, the ratio ν/ν̄ is relevant to the interpretation of the measured

parameters. This forward folding analysis is dependent on assumed baseline atmospheric models,

specifically the Gaisser-H4a cosmic ray model and SIBYLL2.3c hadronic interaction mode that

predict a νµ/ν̄µ ratio. However, the applied Barr nuisance parameters modify the atmospheric

spectrum to account for the uncertainty in its modelling. A study is performed to check the

magnitude of the variation in the νµ/ν̄µ ratio by the Barr parameters, summarized in Figure 6.5.

Each of the 4 Barr parameters is varied within its defined prior that marks the physical range of

the parameter. The resulting νµ/ν̄µ ratio for each bin is calculated and compared to the νµ/ν̄µ

ratio at baseline i.e. with all 4 parameters set at 0. For Barr H, W and Z, the maximum change is

∼1%. For Barr Y, the maximum change is closer to 5%. Given that the predicted uncertainty on

the cross-section measurement is ∼10%, this variation was not evaluated further.
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Figure 6.5: A study of the effect of varying the Barr nuisance parameters on the νµ/ν̄µ ratio
compared to the default baseline value. Each parameter is varied ±1σ i.e. within the width of the
prior. The variation is small compared to the predicted accuracy of the cross-section measurement
at ∼10%.

6.5.2 Accelerator Prior

The conventional atmospheric neutrino flux is dominant for our energy region of interest, shown

in Figure 6.4. Its modelling includes a normalization parameter expected to be highly correlated

with the cross-section parameters (see Figure 6.6). To reduce the correlation, a prior is calculated

from existing accelerator-based cross-section measurements [1] for energies 100 - 350 GeV. An

error-weighted mean and standard deviation is calculated from the data, available as σ/Eν. The

prior width is taken as standard deviation divided by the mean to convert from a raw number to

a dimensionless factor. This width is calculated for neutrino data (0.04) and anti-neutrino data

(0.05) separately. The slightly more conservative width related to the anti-neutrinos is selected

for a Gaussian penalty centred on CSMS values, i.e. 1 ± 0.05. The prior is centred at 1 because

the CSMS cross-section value, the world average, and the calculated mean are all within error of

each other for both ν and ν̄. This penalty is applied to the lower-energy cross-section parameter,

100 - 350 GeV, a range chosen for the overlap with the accelerator data. Constraining the lower-

energy parameter with the prior information provides an improvement on the 350 GeV - 5 TeV
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scaling factor, covering previously unexplored space. It is noted that the case of not including this

information produces a result that is not directly dependent on external experimental data, rendering

it both a meaningful result in its own right and as a cross check.

6.5.3 Conventional atmospheric neutrino flux normalization prior

Another strategy to reduce correlation of the conventional flux normalization with the physics

parameters is the direct inclusion of a prior. A Gaussian penalty is applied to the conventional flux

normalization centred at 1 (no change from the baseline models) with a width of 0.25 [62]. This

prior is also included in a previous IceCube cross-section analysis [5, 63], and in the forthcoming

update of that analysis [9].

6.6 Systematic Uncertainties

A key systematic uncertainty in IceCube analyses is the modelling of the detector, in particular

its glacial Cherenkov medium. The effects of several detector parameters are represented by

a parameterization of a series of discrete simulation sets, allowing continuous variation in the

likelihood fit. Monte Carlo files with varied settings of relevant detector parameters are generated

across a range of possible values. Each of these ‘systematics datasets’ is processed through event

selection, reconstructed and binned identically to the baseline simulation. This provides an estimate

of the parameter’s effect on expected event rate for each modification. To characterize the discrete

differences continuously, and handle low statistics bins prevalent at high energies robustly, kernel

density estimators (KDEs) are generated and provide a per-event estimator [64]. This process,

used for several iterations of the astrophysical diffuse flux analysis [18, 21], is slightly modified

to account for the 3D histogram of observables here. Each bin of deposited charge is treated

separately, where events from the other bin are masked and a 2D KDE in reconstructed energy and

cos(zenith) is generated. For the final product, the 2D KDEs are combined such that events are

modified by the appropriate KDE for their charge bin. This method ensures that events are not

54



xse
c_p

iec
e1

xse
c_p

iec
e2

con
v_n

orm
ba

rr_
h

ba
rr_

w
ba

rr_
y

ba
rr_

z

de
lta

_ga
mma

CR_gr
ad

pro
mpt_

no
rm

ast
ro_

no
rm

ga
mma_a

str
o

do
m_ef

f

ice
_ab

s

ice
_sc

at

ice
_ho

lep
0

xsec_piece1

xsec_piece2

conv_norm

barr_h

barr_w

barr_y

barr_z

delta_gamma

CR_grad

prompt_norm

astro_norm

gamma_astro

dom_eff

ice_abs

ice_scat

ice_holep0

1.00 0.01 0.09-0.05-0.620.20 0.14-0.130.15 0.04-0.07-0.010.12 0.05-0.100.08

0.01 1.00-0.89-0.760.05 0.24 0.15 0.59-0.68-0.010.18 0.11-0.57-0.29-0.04-0.32

0.09-0.891.00 0.81-0.07-0.25-0.26-0.800.82 0.05-0.17-0.090.35 0.17 0.12 0.27

-0.05-0.760.81 1.00-0.07-0.470.02-0.610.78 0.09-0.16-0.070.29 0.03 0.13 0.19

-0.620.05-0.07-0.071.00-0.19-0.48-0.09-0.15-0.010.07-0.03-0.120.08 0.10-0.03

0.20 0.24-0.25-0.47-0.191.00-0.45-0.10-0.18-0.110.09 0.11-0.190.18-0.12-0.03

0.14 0.15-0.260.02-0.48-0.451.00 0.43 0.03-0.02-0.09-0.070.06-0.05-0.04-0.10

-0.130.59-0.80-0.61-0.09-0.100.43 1.00-0.86-0.040.16 0.08-0.01-0.240.09-0.16

0.15-0.680.82 0.78-0.15-0.180.03-0.861.00 0.05-0.20-0.100.14 0.21-0.030.10

0.04-0.010.05 0.09-0.01-0.11-0.02-0.040.05 1.00-0.78-0.750.04 0.09 0.00-0.20

-0.070.18-0.17-0.160.07 0.09-0.090.16-0.20-0.781.00 0.87-0.09-0.160.02-0.00

-0.010.11-0.09-0.07-0.030.11-0.070.08-0.10-0.750.87 1.00-0.07-0.140.05-0.02

0.12-0.570.35 0.29-0.12-0.190.06-0.010.14 0.04-0.09-0.071.00 0.65 0.17 0.19

0.05-0.290.17 0.03 0.08 0.18-0.05-0.240.21 0.09-0.16-0.140.65 1.00 0.03 0.11

-0.10-0.040.12 0.13 0.10-0.12-0.040.09-0.030.00 0.02 0.05 0.17 0.03 1.00 0.03

0.08-0.320.27 0.19-0.03-0.03-0.10-0.160.10-0.20-0.00-0.020.19 0.11 0.03 1.00

0.8

0.4

0.0

0.4

0.8

(a) Accelerator prior is applied to the σCSMS (100 - 350 GeV) scaling
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(b) Accelerator prior is not applied.

Figure 6.6: Correlations of the fit parameters in the likelihood, calculated from simulation. Note:
there is a plan to update the plots with clearer variable names.
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Figure 6.7: A summary of the existing cross-section measurements by accelerator experiments [1].
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Figure 6.8: Cross-section data from accelerator experiments for energies 100 - 350 GeV. All data
points are used to calculate a prior for the cross-section parameter covering this energy range. Data
are drawn from Figure 28 of [23] due to increased visibility of relevant points compared to the
more comprehensive plot in Figure 6.7 from [1].
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affected by those processed by a different energy reconstruction method.

6.6.1 Dom Efficiency

Dom efficiency is a (misleadingly named) parameter describing a general scaling of light yield

in the detector. It includes other factors affecting the photon detection probability, such as cable

shadowing, as well as the photon collection efficiency of the DOM as a whole. The impact of ice

modelling is discussed in more detail in section 3.4. Dom efficiency is varied relative to a baseline

simulation, defined as an efficiency of 1. The effect of this variation on histogram bin contents is

shown in Figure 6.9, including a change in the shape for energy where the shifting of reconstructed

energies is expected due to modifying the light yield of events. The change in event rate for zenith

is a more straightforward increase or decrease, expected as scaling the detection efficiency changes

the number of events passing the trigger threshold.

6.6.2 Bulk Ice

The importance and challenges of accurately modelling the bulk ice are discussed in section 3.4.

For this analysis, two systematic parameters are varied - the scattering and the absorption of the

bulk ice. Each represents a global scaling of the ice model parameters. The effects of absorption are

shown in Figure 6.10 and scattering in Figure 6.11. The changes in event rates are understood to be

the modification of ice parameters leading to altered rates of detected photons. Zenith distributions

demonstrate a small shape difference and a change in rate, while energy distributions demonstrate

the change in energy-scale by crossings in the relative rates.

6.6.3 Hole Ice

Modelling of the hole ice, represented as a parameterization of angular response of the DOMs and

discussed in section 3.4, is included as a systematic parameter. Only the p0 parameter of the hole

ice model is fit. The different systematic values that are simulated and their corresponding angular
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(a) Zenith distribution for low charge bin.
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(b) Energy distribution for low charge bin.
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(c) Zenith distribution for high charge bin.
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(d) Energy distribution for high charge bin.

Figure 6.9: The effect of varying the dom efficiency parameter on the total flux expectation.
Remaining parameters are fixed to baseline values.

acceptance functions are plotted in Figure 3.6. The effect on the expected bin contents is shown

in Figure 6.12. Modification of the hole ice parameter causes shape changes for energy and zenith

distributions, with largest changes at the edges of the zenith distribution. This is expected given

that the photon detection probability is modified in an angle-dependent fashion.
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(b) Energy distribution for low charge bin.
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(c) Zenith distribution for high charge bin.
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(d) Energy distribution for high charge bin.

Figure 6.10: The effect of varying the bulk ice absorption parameter on the total flux expectation.
Remaining parameters are fixed to baseline values.
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(b) Energy distribution for low charge bin.
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(c) Zenith distribution for high charge bin.
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(d) Energy distribution for high charge bin.

Figure 6.11: Plot depicting the effect of varying the bulk ice scattering parameter on the total flux
expectation. Remaining parameters are fixed to baseline values.
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(b) Energy distribution for low charge bin.

10
3

6 × 10
2

2 × 10
3

N
um

be
r o

f e
ve

nt
s 

pe
r b

in hole ice p0: -0.60
hole ice p0: -0.35
hole ice p0: -0.12
baseline
hole ice p0: 0.12
hole ice p0: 0.36
hole ice p0: 0.60

1.0 0.8 0.6 0.4 0.2 0.0
cos(reco zenith)

0.975
1.000
1.025

R
at

io
 to

 b
as

el
in

e

(c) Zenith distribution for high charge bin.
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(d) Energy distribution for high charge bin.

Figure 6.12: The effect of varying the hole ice parameter on the total flux expectation. Remaining
parameters are fixed to baseline values.
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Parameter Prior Description
100 - 350 GeV cross-section scale 1 ± 0.05 scaling
350 - 5000 GeV cross-section scale scaling
conventional flux normalization 1 ± 0.25 normalization
Barr H 0 ± 0.15 modify pion contributions
Barr W 0 ± 0.40 modify kaon contributions
Barr Y 0 ± 0.30 modify kaon contributions
Barr Z 0 ± 0.12 modify kaon contributions
cosmic ray ∆ spectral index modify cosmic ray spectral index
cosmic ray model interpolation 0 ± 1.0 parameterize between disparate CR models
prompt flux normalization normalization
astrophysical flux normalization normalization
astrophysical spectral index spectral index
dom efficiency light-yield scaling
bulk ice absorption modify overall absorption
bulk ice scattering modify overall scattering
hole ice modify angular efficiency of light

Table 6.2: Each of the parameters included in the analysis likelihood fit. The parameters are mostly
dimensionless, with the exception of astrophysical normalization, which has units 10−18 GeV−1

cm−2 s−1 sr−1 per reference to equation 2.5.
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CHAPTER 7

RESULTS OF THE CROSS-SECTION ANALYSIS

Prior to determining the results of the analysis, a series of ‘blind fit’ checks are performed on the

data. The cross-section scalings and their errors are then calculated and the results for the evaluated

scenarios, with and without the accelerator prior, are studied.

7.1 Blind fits checks

The IceCube Collaboration follows the scientific practice of developing ‘blind’ analyses, i.e. mask-

ing the detector data, to reduce bias. Once an analysis has been finalized and approved, the

analyzer(s) may complete the analysis with the data, i.e. the data is ‘unblinded’. As part of the

unblinding process for this analysis, the best fit is performed both with and without the accelerator

prior included, defined as cases A and B, respectively, and several checks are performed. Specifi-

cally, the agreement between the data and simulation and the fitted values of the nuisance parameters

are examined. Cross-section scalings and the highly correlated conventional flux normalization

remain unknown at the ‘blind fits’ stage. Tests involving nuisance parameters are described in the

respective sections for each case. Ultimately, those tests did not trigger additional changes to the

analysis.

To study the agreement between the data and simulation, the bin contents of the simulation with

best fit parameters are compared to the data. Note that all plots in this section use best fit parameters

from case A and that the plots are not appreciably different using the best fit parameters for case B.

(Analogous plots for case B are included in the Appendix for reference.) A series of 1D projections

for cosine of the reconstructed zenith, and energy are considered (see Figures 7.1 and 7.3). Next,

2D plots of the bin-wise likelihood are also studied, shown in Figures 7.2a and 7.4. A few (3) bins

of the 3300 total are observed to have anomalously high likelihood values, indicating disagreement.
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(a) Original binning, contained in Table 6.1.
(b) Modified binning where events are masked with
deposited charge < 100 PE and reconstructed energy
> 5.01 TeV.

Figure 7.1: Data-simulation agreement summed over the cos(reco zenith) dimension for the low
detected charge bin (< 100 PE). The data are plotted as well as the expectation for both baseline
and best fit parameters. Bins with anomalously large values due to limited simulation statistics
are highlighted, on their own (7.1a) and after applying the low-charge high energy mask (7.1b)
described in the text.

(a)Bin-wise likelihood plot comparing data and sim-
ulationwith best fit parameters. The z-axis is limited
to better show the structure - without limits the max-
imum value is above 675. The 3 anomalously large
bins are the yellow bins in the mask region.

(b) Data histogram of observables.

Figure 7.2: Low detected charge bin (< 100 PE) with the original binning from Table 6.1. The
mask region of low charge, high reconstructed energy is marked with a green box.
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The sum of the 3 bins makes up approximately 2/3 of the total likelihood for the entire space. These

divergent bins all occur in a historically problematic region of reconstructed values - near 10 TeV

and/or near the horizon for the low charge bins (< 100 PE) - see Figure 7.2. Deposited charge is

used as an energy proxy; it is expected that the high-energy region of the low-charge bin is mostly

empty for events at 10 TeV and above. The problematic bins occur at some of the highest energy

populated bins resulting from an apparent limitation in simulation statistics for these bins rather

than a physical effect. The selected path forward is to mask out low-charge bins with reconstructed

energy > 5.01 TeV for all angles. Note that the mask is applied identically for cases A and B as

the same bins exhibit similar behaviour in each. The best fit values of the nuisance parameters

either do not shift or by a maximum of 0.01 for 3 parameters for cases A and B, respectively. This

is considered a negligible effect on the fitted parameters. The bin-wise likelihood plots are also

shown with this mask applied in Figure 7.4, where 7.4a is comparable to 7.2a. The low-charge,

high-energy mask is applied in each of the following results since it substantially improves the

goodness-of-fit with a negligible effect on the fitted parameters. The final data histograms with the

updated binning are shown in Figure 7.5.

7.2 Case A - including the accelerator prior

The cross-section parameters are extremely correlated with each other and there is notable anti-

correlation between the normalization of the conventional atmospheric neutrino flux and 350 -

5000 GeV cross-section scale (see Figure 7.6). The accelerator prior on the 100 - 350 GeV

cross-section scale parameter reduces its correlation to other parameters. These effects are clearly

demonstrated by the contours of the two-dimensional profile likelihood scans, shown in Figure 7.6.

Surprisingly, the 100 - 350 GeV scaling pulls strongly against the tight prior centred at 1, fitting

to 0.82+0.08
−0.07. The previously unmeasured 350 - 5000 GeV region appears to compensate, fitting to

1.23 +0.07
−0.07. The conventional normalization remains well within error of nominal at 0.96+0.23

−0.18. The

given errors are the 1σ or 68% confidence intervals, constructed from the 2D profile likelihood
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(b) Energy distribution for low-charge bin.
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(c) Cos(zenith) distribution for high-charge bin.
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Figure 7.3: Data-simulation comparison distributions. The reconstructed energy/cos(zenith) di-
mension has been summed over, depending on the plot. The data are plotted as well as the the
expectation for both baseline and best fit parameters.
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Figure 7.4: Bin-wise likelihood values for the data-to-simulation (with best-fit parameters) com-
parison after adding the additional criterion such that bins < 100 PE and > 5.01 TeV are masked.
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Figure 7.5: Histogram of observables for data with the defined mask applied to the bins.

scans. To obtain errors free of the correlation between the plotted variables, two-dimensional

contours are used. Cross-section scaling parameter errors are obtained from the scan against

the conventional normalization to remove the otherwise unacknowledged effect of this parameter

in this flux-dependent measurement. This is particularly important for the final comparison to

the unscaled CSMS cross-section model prediction, as shown as Figure 7.7. The conventional

normalization error is obtained from scanning across the cross-section scaling, where the interval

widths are identical for both scaling parameters. Since a single scaling factor is obtained for both

neutrinos and anti-neutrinos from the fit, under the assumption that neutrinos and anti-neutrinos

scale identically, the fitted value is used to scale both neutrino and anti-neutrino cross-section in

the plot with a vertical connecting line indicating the scalings cannot vary independently. Best fit

values of parameters and their corresponding errors are summarized in Table 7.1.

The nuisance parameters are generally well-behaved, as seen in the one-dimensional profile

likelihood scans in Figure 7.8 with best fit values listed in Table 7.2. The one anomaly is Barr W

fitting > 2σ from its baseline value. Note that this parameter is associated with only a small change

in the νµ/ν̄µ ratio, as discussed in section 6.5.1 and shown in Figure 6.5. The effect of its fitted

value on bin contents compared to the baseline is depicted in Figure 7.9. Barr W was predicted

to be the only parameter highly correlated with the 100 - 350 GeV cross-section parameter by the

simulation, but shows a moderate correlation at most in the data (see Figure 7.10). Given this, no
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Figure 7.6: The 2D profile likelihood plots of the cross-section parameters and the conventional
flux normalization. The accelerator prior is applied to the 100 - 350 GeV cross-section parameter.
Contours for 1, 2 and 3 σ (68%, 90% and 95% confidence levels) are calculated via Wilks’ theorem
[65].
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Figure 7.7: Final results for cross-section scaling parameters (black) plotted relative to unmodified
CSMS cross-section for neutrinos and antineutrinos (magenta) [3]. The accelerator prior is applied
to the 100 - 350 GeV scaling parameter in the fit. The dotted line represents the fact that one
scaling parameter is fitted per energy bin, and the scaling is assumed to be identical for neutrinos
and anti-neutrinos. In the plot, the scaling factor is applied to CSMS cross-sections separately for
both neutrinos and anti-neutrinos. Error bars on result are from 68% contours calculated viaWilk’s
theorem and obtained from 2D profile likelihood scans in Figure 7.6.

Parameter Case A Case B

100 - 350 GeV cross-section scale 0.82+0.08
−0.07 0.27+0.07

−0.05

350 - 5000 GeV cross-section scale 1.23+0.07
−0.07 0.78+0.08

−0.07

conventional atmospheric flux 0.96+0.23
−0.18 1.28+0.24

−0.21

Table 7.1: Best fit values of the extracted muon neutrino-nucleon cross-section parameters and the
normalization of the conventional atmospheric neutrino flux. Errors are 68% confidence intervals
drawn from 2D profile likelihoods.

further evaluation of the parameter was conducted in the analysis.
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Figure 7.8: 1D profile likelihood scans of the cross-section parameters and the conventional flux
normalization (left-hand scale). The accelerator prior is applied to the 100 - 350 GeV cross-
section parameter. Nuisance parameters are also plotted, with values indicated by the scale on the
right-hand side of the plot.
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(a) Cos(zenith) distribution for the low-charge bin.
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(b) Energy distribution for the low-charge bin.
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(c) Cos(zenith) distribution for the high-charge bin.
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(d) Energy distribution for the high-charge bin.

Figure 7.9: Depicting the effect of varying the Barr W parameter on the total flux expectation from
baseline to best fit values for both case A (purple) and case B (yellow). Remaining parameters are
fixed to the baseline values.

7.3 Case B - excluding the accelerator prior

Without applying the accelerator prior to the 100 - 350 GeV cross-section parameter, the cross-

section scalings are highly correlated, as expected, and display significant anti-correlation to the

conventional atmospheric neutrino flux normalization (see the 2D profile likelihood scans in Figure

7.11). The resultant scaling values are notably different from case A, with both cross-section

scalings pulled to much lower than nominal; 0.27+0.07
−0.05 for 100 - 350 GeV, and 0.78+0.08

−0.07 for 350

- 5000 GeV. This effect is partially compensated by the conventional norm, which fits to greater
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Figure 7.10: The 2D profile likelihood plots of the cross-section parameters and the conventional
flux normalization with the Barr W parameter. The accelerator prior is applied to the 100 - 350
GeV cross-section parameter. Contours for 1, 2 and 3 σ (68%, 90% and 95% confidence levels)
are calculated via Wilk’s theorem [65].
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Figure 7.11: The 2D profile likelihood plots of the cross-section parameters and the conventional
flux normalization. The accelerator prior is not applied. Contours for 1, 2 and 3 σ (68%, 90% and
95% confidence levels) are calculated via Wilk’s theorem [65].

than nominal at 1.28+0.24
−0.21. Best fit values of these parameters and their corresponding errors are

summarized in Table 7.1. Errors are obtained from the 2D profile likelihood scans of the three

parameters, as done in case A. The comparison of the cross-sections with the best fit scalings to

the unscaled CSMS model prediction is shown in Figure 7.12 where the scaling factors are plotted

with the same convention as used in case A. that one scaling factor per energy bin is obtained from

the fit, which assumes that ν and ν̄ scale identically.

Again, nuisance parameters are generally well-behaved, as can be seen in the 1D profile

likelihood scans shown in Figure 7.13, with best fit values included in Table 7.2. A couple of
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Figure 7.12: Final results for cross-section scaling parameters (black) plotted relative to unmodified
CSMS cross-section for neutrinos and antineutrinos (magenta) [3]. The accelerator prior is not
applied. The dotted line represents the fact that one scaling parameter is fitted per energy bin,
and the scaling is assumed to be identical for neutrinos and anti-neutrinos. In the plot, the scaling
factor is applied to CSMS cross-sections separately for both neutrinos and anti-neutrinos. Errors
are from 68% contours calculated via Wilks’ theorem [65] obtained from 2D profile likelihood
scans in Figure 7.11.

the nuisance parameters merit further study, specifically the hole ice parameter and the cosmic

ray model shape interpolation parameter. Although the hole ice best fit value (-1.18) may look

anomalous, it is within the expected range of -2 to +1 per guidance from the IceCube calibration

working group for this model. Its effect on the bin contents is shown in Figure 7.14. The cosmic

ray shape interpolation parameter fits ∼1.5 sigma away from the prior center. However, this value

is consistent with the diffuse astrophysical flux analysis [16, 21], although the shift is reversed.

By the definition of this shape parameter (equation 6.1), where 0 is H4a-like and 1 is GST4-like,

interpretation outside of [0,1] is less immediately clear, but is neither incorrect nor unphysical. It

does have some effect on the normalization as seen in the bin content plots in Figure 7.15.
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Figure 7.13: The 1D profile likelihood scans of the cross-section parameters and the conventional
flux normalization (left-side scale). The accelerator prior is not applied. Nuisance parameters are
also plotted, with values identified by the scale on the right-side of the plot.
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(b) Energy distribution for the low-charge bin.
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(c) Cos(zenith) distribution for the high-charge bin.
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(d) Energy distribution for the high-charge bin.

Figure 7.14: Depicting the effect of varying the hole ice parameter on the total flux expectation.
Remaining parameters are fixed to baseline values. Baseline value of hole ice parameter is 0.

7.4 Discussion

Results of all fitted parameters for cases A, B, and a few additional tests with fixed parameters,

are summarized in Table 7.2. For case A, the fit finds the 100 - 350 GeV cross-section scaling

is ∼20% lower, and the 350 - 5000 GeV scaling ∼20% higher, than nominal. The data exhibit a

strong preference for this configuration of physics parameters, defying the strong prior centred on

1 for the 100 - 350 GeV bin. Unsurprisingly, fixing the conventional normalization to 1 results in a

negligible shift in cross-section scaling. It is noted the fitted value of the 350 - 5000 GeV scaling

is consistent with the published IceCube cross-section result over the energy range 6.3 TeV to 980
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(c) Cos(zenith) distribution for the high-charge bin.
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(d) Energy distribution for the high-charge bin.

Figure 7.15: Depicting the effect of varying the cosmic ray interpolation parameter on the total flux
expectation. Remaining parameters are fixed to baseline values. Baseline value of the cosmic ray
interpolation parameter is 0.

PeV of 1.30+0.30
−0.26 [5]. While this is by no means a direct comparison, it is interesting to observe the

agreement for a neighboring energy range despite numerous differences in the analyses. Differences

between the analyses include: the measurement method (inference from neutrino-Earth absorption

versus flux-dependent direct measurement); simulation sets; event statistics; event sample (though

both target through-goingmuons); energy and angular reconstructions; bin selection of observables;

analysis software, and; implementation of systematic parameters. Taken as a whole, the results

suggest that the reason for this fit configuration is physical, with a resultant a higher neutrino-nucleon

cross-section than predicted for the TeV-scale by the CSMS model.
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Parameter Prior Case A Case B Test

100 - 350 GeV σ scale 1 ± 0.05 0.82+0.08
−0.07 0.81 0.27+0.07

−0.05 0.29 1. (fixed)

350 - 5000 GeV σ scale 1.23+0.07
−0.07 1.22 0.78+0.08

−0.07 0.83 1. (fixed)

conventional flux norm. 1 ± 0.25 0.96+0.23
−0.18 1. (fixed) 1.28+0.24

−0.21 1. (fixed) 1.40

Barr H 0 ± 0.15 -0.17 -0.22 -0.03 0.16 -0.08

Barr W 0 ± 0.40 1.08 1.07 0.62 0.73 1.26

Barr Y 0 ± 0.30 -0.27 -0.31 0.14 0.33 -0.43

Barr Z 0 ± 0.12 0.02 0.02 0.05 0.07 -0.12

CR ∆ spectral index 0.16 0.16 0.38 0.39 -0.05

CR model interpolation 0 ± 1. -0.90 -0.84 -1.51 -1.91 1.64

prompt flux norm. 0. 0. 0. 0. 0.0

astrophysical flux norm. 2.93 2.94 3.36 3.36 2.50

astrophysical index 2.43 2.43 2.46 2.46 2.40

dom efficiency 1.05 1.05 1.04 1.04 1.07

bulk ice absorption 0.99 0.99 0.99 0.99 0.99

bulk ice scattering 0.96 0.96 0.98 0.98 0.95

hole ice -0.97 -0.97 -1.18 -1.18 -0.72

LLH 1262.25 1262.30 1223 1225 1310

Table 7.2: The best fit values of all parameters included in the analysis likelihood fit (see also Table
6.2). Parameters are dimensionless, with the exception of astrophysical normalization, which has
units 10−18 GeV−1 cm−2 s−1 sr−1 in reference to equation 2.5.

For case B, both cross-section scalings fit dramatically lower than the nominal value. The

lower cross-section scaling values are compensated for by larger values of the conventional flux and

astrophysical flux at 1.28 and 3.36, respectively, compared to 0.96 and 2.93, obtained for case A. It

remains unclear why this is the preferred parameter configuration by the fit. Fixing the conventional

normalization to nominal shifts the parameters slightly towards 1, (see Table 7.2).
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(b) Accelerator data prior is not applied to σCSMS
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Figure 7.16: The prompt atmospheric flux is fit to 0 and displays no correlation to the σCSMS
scaling (350 - 5000 GeV) parameter. Contours for 1, 2 and 3 σ (68%, 90% and 95% confidence
levels) are calculated via Wilks’ theorem [65]. The 2D profile likelihood scans here indicate a
similar result to the astrophysical diffuse fit result [16, 21] of 0+0.68.

While the prompt normalization is not the focus of this study, it’s a topic of interest in the broad

community. One might naively expect the 350 - 5000 GeV scaling parameter to be correlated to the

prompt normalization, as the prompt flux is most visible in a similar energy range (see Figure 6.4).

However, the 2D profile likelihood scans (shown in Figure 7.16) display no significant correlation

between these variables for either case A or B. The prompt normalization fits to 0 for all cases

studied, as shown in Table 7.2. This is consistent with other experimental findings of the prompt

flux, including the most recent IceCube diffuse muon neutrino flux analysis [16, 21].

A few verification checks are performed to test the relationship between cross-section scaling

and conventional flux normalization parameters. For reference, the right-most column of Table 7.2

contains the best fit parameters with cross-section scalings fixed to 1. The resultant values do not

precisely reproduce the diffuse astrophysical measurement [16, 21] due to updates applied in this

analysis, including: the reconstruction (see section 6.2.1); the binning (see sections 6.2.2 and 7.1);

and a flux weighting (see section 6.4) utiliizing an updated version of the MCEq software [59].

Additionally, the first year of data from the 59-string configuration of IceCube was not applied

(see section 6.2). Due to the adjusted binning, templates for the mis-reconstructed atmospheric
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muon background (see section 6.4) and a correction of high-energy muons from tau neutrinos

(see [16] for more detail) are not applied. The values in the "Test" column of Table 7.2 may be

considered solely a reference for the nuisance parameters obtained in the physics fits. As mentioned

above, cases A and B best fits are also repeated with conventional normalization fixed to nominal

and the cross-section scalings are weakly pulled towards 1 for both cases. Fixing conventional

normalization or cross-section scalings to nominal worsens the likelihood in all cases tested (see

Table 7.2), with the largest effect from fixing cross-section scalings.

The best fit likelihood values, shown in the last row of Table 7.2, of the various cases have

differences for the evaluated scenarios. For more detail, Figure 7.17 shows the bin-wise differences

in the best fit likelihoods for case A minus case B and no clear pattern or region stands out,

though subtle indications near the horizon emerge. The low-charge bin has ∼4× the likelihood

difference of the high-charge bin, which is reasonable given that it contains the highest statistics

of the sample, including the signal events. The 100 - 350 GeV region scaling’s strong pull away

from the accelerator prior in case A, and the differences in best fit likelihood value and physics

parameters for cases A and B, are all indicative of possible tension between the the Standard Model

expectation and IceCube’s data, or the existence of some unknown background effect. A factor to

consider is that the areas of cross-section and flux modelling rely either directly or effectively on

tuning models to experimental data which could be amplified by the flux-dependent nature of this

analysis. On one hand, the inclusion of the accelerator prior (centered at the Standard Model and

in agreement with the accelerator measurements) may be helping to keep the fit from experiencing

some unanticipated degeneracy in the analysis. This opens question of whether this makes the

result more correct. On the other hand, case B presents a more independent result than case A, one

that is relatively free of the tuning of the constraints and a more IceCube-specific contribution to the

field. In that scenario, the resultant physical difference observed indicates the need for advancing

these measurements further (see Chapter 8).

One possible explanation for the analysis’ fit of the 100 - 350 GeV cross-section scaling to a

lower than nominal value is a flaw in the event selection or simulation. The signal events are located
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Figure 7.17: Difference of bin-wise likelihood values, comparing the likelihood for the best fit
parameters obtained from data fit with accelerator prior (case A) subtracted by those obtained from
data fit without the prior (case B). The low charge bin (a) contains ∼4× the difference of the high
charge bin (b), most likely because it contains nearly all of the signal and highest statistics of the
sample. Note that the total difference in likelihoods summed over the bins is not an exact match
to the values in Table 7.2 due to the plot calculation not including priors. The numbers are still
valuable to draw conclusions about shape and relative differences as penalties from priors are not
calculated per-bin.

at the lower edge of the applied event sample, raising an increased probability of un-simulated events

being present (i.e. mis-reconstructed events below 100 GeV). In particular, the low energy region of

the dataset was previously treated as background rather than the primary physics region, including

during vetting of the sample. The most direct method to estimate the rate of < 100 GeV events

would be to generate simulation and evaluate how many are retained in the final level event sample.

The neutrino event generator used for the simulation here (nugen), however, only simulates deep

inelastic scattering events and is valid to 100 GeV [66]. For lower energy IceCube analyses, the

GENIE event generator is used, which has the capability to simulate multiple interaction types [67].

However, comparing GENIE to nugen simulation has a long-standing mis-match. Amongst the

differences between generators is the fact that GENIE does not use the CSMS cross-section model,

which is problematic for this analysis. A simpler check has been performed to approximate the

effect of unrepresented low energy events missing from the simulation that exist in the data. Events

< 200 GeV are removed from the template (baseline simulation) and fit with the full simulation

‘data’, i.e. including events down to 100 GeV. No bias is observed in the resulting fit of the
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cross-section parameters.
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CHAPTER 8

CONCLUSION (...OR JUST THE BEGINNING?)

The analysis outlined in this thesis provided a first evaluation of the muon neutrino-nucleon

cross-section between approximately 350 GeV and 5 TeV. The flux-dependent analysis, using a

predominantly atmospheric neutrino dataset, measures a scaling factor of the StandardModel cross-

section (CSMS [3]) as a normalization on the predicted neutrino flux. The baseline atmospheric flux

model is calculated via MCEq software, specifically using the H4a cosmic ray interaction model

and Sibyll2.3c hadronic interaction model. Improvements to the existing event sample include the

energy reconstruction (DirectReco) for the energy region of interest and the binning. DirectReco

calculates event hypotheses by photon propagation to directly simulate the expected charge, instead

of using the historical method of lookup tables, allowing improved accuracy via simulation of

actual hypothesis energies, use of newer glacial detector medium models, and greater flexibility

of said event hypotheses. To reduce time required to reconstruct high-energy background events,

the deposited event charge is used as an energy proxy and only low-charge (< 100 PE) events are

processed with DirectReco, and high-charge (> 100 PE) events retain their previous reconstructed

values. Deposited charge is included as a 3rd dimension to the histogram of observables in order

to separate events processed with different reconstruction methods.

The cross-section is measured in 2 true energy bins, 100 - 350 GeV and 350 GeV - 5 TeV.

Accelerator-based neutrino beam cross-section measurements are used to calculate a prior applied

to the overlapping, lower energy bin. A forward-folding analysis is executed. Data and simulation

are processed identically and observables are compared in reconstructed space via a Poisson

likelihood.

This analysis has produced the world’s first measurement of the neutrino-nucleon cross-section

in a large fraction of the explored energy range. Results are generated both with (case A) and

without (case B) the accelerator prior applied. The accelerator prior, a Gaussian centred at nominal
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CSMS with a width of 0.05 on the 100 - 350 GeV cross-section scaling factor, is a significant

constraint on the fit. For case A, the best fit scaling factors are 0.82+0.08
−0.07 for 100 - 350 GeV and

1.23+0.07
−0.07 for 350 GeV - 5 TeV. The 100 - 350 GeV parameter pulls significantly away from its prior

in this case, but the other fit parameters appear to compensate, returning approximately nominal

overall. It is interesting to note that the 350 - 5000GeV scaling, the previously unmeasured region, is

consistent with the preceding IceCube cross-section result, within errors, even though they measure

neighbouring neutrino energy ranges and have a large number of differences between the analyses.

For case B, the best fit cross-section scalings are 0.27+0.07
−0.05 for 100 - 350 GeV and 0.78+0.08

−0.07 for 350

GeV - 5 TeV. Both parameters are pulled much lower than the Standard Model expectation, which is

only partially compensated by the highly correlated conventional flux normalization. It is currently

unclear why this configuration of parameters is preferred. The results for both cases are summarized

in Figure 8.1. Interpretation of results differs per-case. Case A makes use of additional available

external information, presumably providing a more accurate result, but also reinforces the models

dependency on tuning. Case B is less constrained, possibly indicating a deficiency in the analysis,

or producing a more true physical IceCube-data-driven result. Differences between the cases are

also enlightening. Several features suggest tension with the Standard Model prediction, specifically

the shift in case A and the radically different best fit cross-section scalings and best fit likelihood

values between cases. Further work is needed to confirm. Another method of confirmation is to

compare to other experimental results, including the accelerator experiments FASERν, in progress

with the goal to measure neutrino-nucleon cross-section from 100 GeV to a few TeV [4]. This

experiment will collect data during the recently-started LHC Run 3 and will provide a cross-check,

with different neutrino sources, backgrounds, reconstruction methods and analysis tools.

There is also opportunity for improvement of IceCube-based studies, both in detail and in

breadth. While the analysis has demonstrated the significant potential for IceCube to explore

precision cross-section measurements at intermediate energies, the results indicate the potential

for areas of improvement that go beyond the scope of the work presented here. In section 7.1,

low-charge events with high reconstructed energy (< 100 PE, > 5.01 TeV) are masked from the
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Figure 8.1: Final results for cross-section scaling parameters plotted relative to unmodified CSMS
cross-section [3] for neutrinos and antineutrinos (magenta). Case A refers to when the accelerator
prior is applied to the 100 - 350 GeV scaling parameter in the fit (black). Case B refers to when the
accelerator prior is not applied (yellow). The dotted vertical line connecting the points represents
the fact that one scaling parameter is fitted per energy bin, and the scaling is assumed to be identical
for neutrinos and anti-neutrinos. In the plot, the scaling factor is applied to CSMS cross-sections
for both neutrinos and anti-neutrinos separately. Errors shown are from 68% contours calculated
via Wilk’s theorem [65] obtained from 2D profile likelihood scans (Figures 7.6 and 7.11).

sample to improve overall agreement between the best fit simulation and data. The removal of

the bins shows a negligible effect on the fitted nuisance parameters. However, implementing a

likelihood that accounts for the limited statistics of the simulation, such as [55], might achieve the

same ends without potential loss of information. Increasing simulation statistics is another option,

though a more computationally expensive and time consuming one.

A challenge of utilizing such a broad neutrino energy range is that the physics, i.e. the primary

process(es) of energy deposition, differs across the sample. As a consequence, the optimal choice

of energy reconstruction method will vary event-to-event. It is generally advantageous to apply a

uniformmethod for energy reconstruction, but it is unclear how to implement thiswithout sacrificing

resolution for some subset of events. The degradation of the energy resolution for lower energy
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events is the impetus for updating the energy reconstruction variable to include multiple methods,

discussed in section 6.2.1. Subsequently, the deposited charge is used as an energy proxy to select

the reconstruction method per-event. While it is a natural choice of variable for this purpose, it is

possible, however, that another observable could yield superior performance in this role, perhaps a

low-level energy reconstruction.

Another target for improvement is the event selection. This analysis makes use of an existing

event sample due to its high statistics and mature, well-understood behavior. However, the focus of

the sample and its development is to extract the maximum amount of detail from the region above

10 TeV. Events at 1 TeV and belowwere considered a less important background in the development

of the sample. An event selection tailored to the GeV - TeV neutrino energy range would potentially

yield improved precision and facilitate study of the relationships between cross-section parameters

and nuisance parameters.

A detail that may be included in the analysis is neutrino-Earth absorption. While this is a

relatively small effect for the highest energies considered in this analysis, incorporating this effect

could provide increased rigour. Reducing the dependence on the flux model, could improve the

robustness of the result compared to only considering normalization. Looking forward, it could also

be informative to perform a cross-section analysis across a broader energy range. Once neutrino-

Earth absorption is included, it would be straight-forward to extend the energy range upward to

higher energies. This would also permit more points of comparison for the result. Taking a step

further, an even more advanced measurement could make use of a combined sample of diffuse

cascades and tracks from neutrinos, measuring cross-section for multiple flavours in one analysis.
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APPENDIX A

CASE B BLIND FIT PLOTS

All plots in this appendix utilize the best fit parameters from case B fits, that is, the accelerator

prior is not applied to the 100 - 350 GeV cross-section scaling parameter.

(a) Original binning, contained in Table 6.1.
(b) Modified binning where events are masked with
deposited charge < 100 PE and reconstructed energy
> 5.01 TeV.

Figure A.1: Data-simulation agreement plot, summed over the cos(reco zenith) dimension for the
low detected charge bin (< 100 PE). The data are plotted as well as the expectation for both baseline
and best fit parameters. Bins with anomalously large values due to limited simulation statistics
are highlighted, on their own (A.1a) and after applying the low-charge high energy mask (A.1b)
described in the text. Corresponding plots to those in Figure 7.1.
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(a)Bin-wise likelihood plot comparing data and sim-
ulationwith best fit parameters. The z-axis is limited
to better show the structure - without limits, themax-
imum value is above 675. The 3 anomalously large
bins are the yellow bins in the mask region.

(b) Data histogram of observables.

Figure A.2: Low detected charge bin (< 100 PE) with the original binning from Table 6.1. The
mask region of low charge, high reconstructed energy is marked with a green box. Corresponding
plots to Figure 7.2.
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(b) Energy distribution for the low-charge bin.
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(c) Cos(zenith) distribution for the high-charge bin.
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(d) Energy distribution for the high-charge bin.

Figure A.3: Data-simulation comparison distributions. The reconstructed energy/cos(zenith) di-
mension has been summed over, depending on the plot. The data are plotted as well as the the
expectation for both baseline and best fit parameters. Corresponding plots to those in Figure 7.3.

102 104 106

Energy [GeV]

1.0

0.8

0.6

0.4

0.2

0.0

co
s(

ze
ni

th
)

burn sample, best fit LLH, qtot < 100

0

2

4

6

8

10

(a) Low detected charge bin (< 100 PE).
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(b) High detected charge bin (> 100 PE).

Figure A.4: Bin-wise likelihood values for the data-to-simulation (with best-fit-parameters) com-
parison after adding the additional criterion such that bins < 100 PE and > 5.01 TeV are masked.
Corresponding plots to those in Figure 7.4.
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