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ABSTRACT

COMPLEX-ENERGY DESCRIPTION OF NUCLEAR AND ATOMIC
OPEN QUANTUM SYSTEMS

Xingze Mao

Quantum systems lying close to the decay threshold experience coupling
to the scattering environment, hence they belong to a class of open quantum systems (OQSs). The study of OQSs requires proper treatment of non-localized scattering states and resonances. The Gamow shell model (GSM), as an extension of the traditional shell model formulated in the complex-momentum \( (k) \) plane, can properly treat the structural and decay properties of these threshold systems by employing the Berggren ensemble as the single-particle (s.p.) basis. In this thesis, GSM has been used to study two types of OQSs: (i) atomic systems such as quadrupolar anions and anions bounded by a multipolar Gaussian potential; and (ii) light nuclei, such as lithium isotopes and their mirror partners. In atomic systems, low-\( \ell \) channels are found to be essential in defining the trajectories of resonant states near the dissociation threshold. In nuclear systems, a finite-range interaction has been optimized to give a realistic description of the spectra, ranging from well-bound systems to unbound nuclei above the decay threshold.
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Chapter 1

Introduction

1.1 Open quantum systems

Due to their weakly bound/unbound nature, OQSs are strongly affected by the environment. There are many examples of OQSs across different physics areas, such as nuclear physics, atomic and molecular physics, quantum optics, microwave resonators, and nanoscience. Despite some distinct features, these OQSs share many generic properties related to the presence of resonant states, exceptional points, threshold behavior, etc.

Most isotopes far away from the beta-stability line fall into the category of OQSs. Moreover, even for those well-bound isotopes, the continuum coupling should not be overlooked when considering excited states near the particle decay threshold. Studies on such exotic systems offer unique opportunities to test theory, as well as understanding the important features of continuum coupling in OQSs.

In order to describe continuum coupling properly, two problems need to be addressed. Firstly, in practice, one need to discretize the continuum states numerically, while ensuring the completeness of the s.p. basis. Con-
sequently, in larger systems involving many-body correlations, computational work can become prohibitively expensive. Secondly, these unbound states, including decaying resonances, are not square-integrable. Accordingly, to describe OQSs, one needs to go beyond the standard Hilbert-space quantum mechanics which deals with $L^2$-integrable states.

This raises a challenge for the theoretical studies. One way to deal with these problems is to extend the system Hamiltonian into the complex-energy (or momentum) plane with the Berggren basis [10]. Since the Berggren ensemble includes bound states, decaying resonances, and non-resonant scattering states, the continuum effect can be taken into account properly. Based on this, several approaches, such as complex-energy electron-plus-molecule model and GSM have been developed. In this work, we use these approaches to study molecular and nuclear OQSs.

1.1.1 Atomic systems

In atomic physics, anions are neutral molecules that can attach an excess electron. This valence electron is bounded by the weak Coulomb potential of the molecule due to electrostatic polarization effects, which makes anions good candidates to study physics questions pertaining to OQSs.

Anions are difficult to identify experimentally, due to the high order polarization as well as the weakly bound/unbound property. Therefore, to provide some guides for the experimental study, we used a complex-energy electron-plus-molecule model to analyze the behavior of polarized anions, where both electron motion and molecular rotational motion are consid-
ered and coupled. In particular, the properties of quadrupolar anions and the molecular anions bounded by the multipolar Gaussian are discussed in Chapter 3.

1.1.2 Nuclear systems

In low-energy nuclear physics, the development of next-generation experimental facilities (including FRIB at Michigan State University) will allow more rare isotopes, which inhabit remote regions of the nuclear landscape, to become accessible [11]. Properties of these isotopes are at the forefront of nuclear structure and reaction research, which provide unique opportunities to study OQS phenomena. In threshold regions around particle drip lines strong continuum coupling effect are present, which result in exotic nuclear properties such as nuclear halos [12, 13, 14], presence of unexpected intruder states [15, 16, 17], clusterization [18, 19], appearance of new ‘magic’ numbers, and two-nucleon decay [20, 21, 22, 23].

In this thesis, we are interested in halo systems, in which the valence nucleons are impacted by the continuum environment. The halo phenomenon was first discovered in $^{11}$Li [24]. Another example is $^{11}$Be, where continuum effects play a significant role in forming the halo structure as well as the inversion of the ground state (g.s.) parity [25, 26, 27, 28].

Halo systems are often studied within phenomenological models, which assume the presence of large cluster substructures [29, 17]. In this work, we use the GSM to reveal how weakly bound (or unbound) nuclear states are formed and affected by many-body correlations. Specifically, the lithium
 isotopes and their mirror partners have been studied with an effective Hamiltonian optimized to selected low-lying nuclear states. These results will be discussed in Chapter 4.

1.2 Outline

This thesis is on the application of a complex-energy configuration interaction approach to the nuclear and atomic OQSs. In Chapter 2, a complex-momentum Berggren basis is introduced. Chapter 3 presents the work on atomic anions, including both quadrupolar anions and anions bound by multipolar Gaussian potentials. In Chapter 4, we study the lithium isotopes and their mirror partners. Finally, this thesis concludes in Chapter 5 with a summary of our results and an outlook for future studies.
Chapter 2

Berggren ensemble

In well-bound systems, which can be viewed as closed quantum systems, the wave functions of the low-lying states are spatially localized and can thus be expanded in the harmonic oscillator (HO) basis, which decays asymptotically. In OQSs, however, coupling to the environment becomes non-negligible and non-localized continuum states must be considered. An approach that goes beyond the Hilbert space is needed. In our work, we use a more general basis, named Berggren basis [10], to study OQSs.

In this chapter, Gamow states, being one of the most important features in OQSs, will be first introduced. Berggren completeness relation, used in all the calculations through this thesis, is then illustrated.

2.1 Gamow states

Gamow states [30, 31], also known as resonant or Siegert [32] states, were introduced for the first time by George Gamow in 1928 to describe the phenomenon of $\alpha$ decay. In the quasi-stationary formalism, Gamow states
have complex energy:

\[\tilde{E}_n = E_n - i \frac{\Gamma_n}{2},\]  

(2.1)

where the real part \(E_n\) corresponds to the mean energy of the state and the imaginary part can be associated with the decay width \(\Gamma_n\). The decay width is related to the decay half-life by the usual relation:

\[T_{1/2} = \frac{\hbar \ln 2}{\Gamma}.\]  

(2.2)

Similar to bound states, resonances are poles of the scattering matrix in the complex-momentum plane, reflecting the properties of binding potential. In the complex-momentum plane, bound states lie on the positive imaginary-\(k\) axis \(k_n = -i \kappa_n\) \((\kappa_n > 0)\), while decaying resonances lie in the fourth quadrant with \(k_n = \kappa_n - i \gamma_n\) \((\kappa_n > 0, \gamma_n > 0)\), as shown in Fig. 2.1. Capturing resonances are located symmetrically in the third quadrant. Decaying resonances with \(\kappa_n < \gamma_n\) are referred to as subthreshold resonances [33, 34, 35, 36]. While they can not be observed experimentally, their presence impacts the inner structure as well as the corresponding observables. Although the positive-energy Gamow states are not square-integrable in real space, they can still be normalized through complex-scaling method [37, 38] by choosing a proper integration path in the complex plane.

### 2.2 Antibound states

Antibound states [39, 40, 41, 42], also known as virtual states, lie in the negative imaginary axis of the complex-momentum plane with \(k_n = \)}
\(-i\kappa_n(\kappa_n > 0)\). With real and negative energy similar to bound states, virtual states lie on the second Riemann sheet of the complex energy plane and their wave functions are not localized. The negative imaginary momentum leads to exponentially diverging wave function in the space, \(u(r) \sim e^{\kappa_n r}\). A physical interpretation of antibound states is usually difficult as the exponential increasing wave function cannot support a state. Therefore, similar to subthreshold resonances, antibound states cannot be measured. However, antibound states can reveal themselves with increased cross section near the threshold [43, 44, 45, 46].

### 2.3 Berggren completeness relation

Berggren completeness relation [10] was first proposed in 1968 to include the continuum states in a complex-plane s.p. basis:

\[
\sum_n u_n(E_n, r)u_n(E_n, r') + \int_{\mathcal{L}^+} u(E, r)u(E, r')dE = \delta(r - r'), \tag{2.3}
\]

The discrete term \(u_n\) includes both bound states and decaying resonances. The second term consists of the non-resonant continuum states along an arbitrary scattering contour \(\mathcal{L}^+\) surrounding the poles \(u_n\).
Figure 2.1: S.p. states in the complex-momentum plane. Bound states (b) and antibound states (a) lie on the positive and negative imaginary-$k$ axis, respectively. Capturing states (c) and decaying resonances (d) lie symmetrically in the third and fourth quadrants. The thick dashed line shows the deformed contour with antibound states included in the Berggren completeness relation. Taken from Ref. [1].

The Berggren completeness relation for each partial wave can be seen more clearly in the momentum space:

$$
\sum_{n \in \{b, d\}} |\tilde{u}_n\rangle \langle u_n| + \int_{\mathcal{L}^+} |u(k)\rangle \langle u(k)| dk = 1,
$$

(2.4)

where b and d stands for bound states and decaying resonances, respectively. $\mathcal{L}^+$ is the scattering contour in complex-momentum plane. The tilde symbol indicates the time-reversal operation. As we show in Fig. 2.1,
one can draw a contour $\mathcal{L}^+$ that starts from the origin, extends to the fourth quadrant, then comes back to the real axis and finally extends to the infinity along the real axis. As a result, the scattering states lying on the contour $\mathcal{L}^+$, bound states on the positive imaginary axis and the decaying resonances lying between the real axis and the contour $\mathcal{L}^+$ enter the Berggren completeness relation. Contours with different shapes are equivalent as long as all the resonant states between the real axis and the contour are included. Antibound states can also be included in the generalized completeness relations with slightly deformed contour $\mathcal{L}^+$. It is to be noted that in the unlikely situation that bound states of energies higher than antibound states are present, they must be excluded from the sum in Eq. (2.4), see Fig. 2.1.

In our applications, the contour $\mathcal{L}^+$ is defined by three points: $k_{\text{peak}}$ in the fourth quadrant, $k_{\text{mid}}$, and cutoff momentum $k_{\text{max}}$ on the real axis. The resulting three segments along the contour are usually discretized with $(N_1,N_2,N_3)$ Gaussian-Legendre points. $k_{\text{max}}$ and $N$ need to be sufficiently large to ensure the completeness of the basis as well as the convergence of results. While the bound states are normalized in the standard way, decaying resonances are normalized using the exterior complex scaling method [37, 38]. The scattering states are normalized to the Dirac-delta function, (see Ref. [1]).
Chapter 3

Atomic anions

Since the critical moment $\mu_c$ required to bind an extra electron by a point-dipole was first determined by Fermi and Teller [47, 48, 49, 4], extensive theoretical as well as experimental studies [50, 51, 52, 53] have been carried out to investigate dipolar anions. However, this is not the case for other multipolar anions. As the higher-order multipolar potentials are even shallower than the dipolar potential, molecular anions associated with neutral cores with no dipole moments have been more challenging to find experimentally. One interesting question is to identify the limit of existence for higher-order multipolar anions. To determine the critical quadrupole moment needed to bind an excess electron, we carried out exploration of quadrupolar anions with a linear charge configuration.

The property of polarized anions above the dissociation threshold is also an interesting aspect to investigate. For example, the study of dipolar anions in Ref. [54] suggests the presence of different behavior in the strong-coupling (subthreshold) and weak-coupling (above threshold) regimes. One might wonder whether such a pattern would be present in quadrupolar an-
ions, where the binding potential is more localized and deformed.

While the binding of multipole-bound anions is fragile, low-energy resonances in such systems are expected to be less sensitive to details of the short-range molecular potential as the spatial extension of the valence electron is huge. This situation resembles universal behavior, independent of the details of the interaction, exhibited by other weakly-bound/unbound quantum systems, such as nuclear halos, cold atomic gases near a Feshbach resonance, and helium dimers and trimers, see, e.g., Refs. [55, 56, 57, 58, 59, 60, 61, 62, 63, 64]. In all of those cases, simple arguments based on scale separation and effective field theory capture the essential physics [65, 66, 67, 68, 69, 70, 60]. However, due to the similarity of single-electron and rotational energy scales, coupling between the valence electron motion and molecular rotational motion might become complicated above the dissociation threshold [71, 72, 73, 74, 75, 76]. Therefore, to investigate generic properties of multipole-bound anions, in this work we include a nonadiabatic coupling between electronic and molecular motion in our complex-energy electron-plus-molecule model, and simulate the short-range multipole potential with a Gaussian form factor.

In this chapter, we present the framework of our complex-energy electron-plus-molecule model as well as the corresponding results for these two types of anions: (i) quadrupolar anions; and (ii) anions described by multipolar Gaussian potentials.
3.1 Electron-plus-molecule Model

3.1.1 Model and Hamiltonian

As shown in Fig. 3.1, a polarized anion system can be schematically described as an electron moving in the potential generated by a multipole molecule. Neglecting the spin-orbit interaction and the vibrational motion of the molecule, the electron-plus-molecule Hamiltonian can be written as [77, 54]:

$$\hat{H} = \frac{\hat{j}^2}{2I} + \frac{\hat{p}_e^2}{2m_e} + V(r).$$

(3.1)

The first term is the rotational energy of the molecule with angular momentum $\hat{j}$ and moment of inertia $I$. The second term represents the kinetic energy of the electron of mass $m_e$ and linear momentum $\hat{p}_e$. $V(r)$
defines the effective interaction (potential) between valence electron and the molecule with \( r \) being the position vector pointing from the molecule to the valence particle.

**Quadrupolar anion potential**

To simulate the potential (electrostatic field) \( V(r) \) in a quadrupolar anion, we consider a linear distribution of point charges (with the amount of charge \( q \)) separated by a distance of \( s \). Two configurations of \((q, -2q, q)\) and \((-q, 2q, -q)\) correspond to a prolate and oblate shape, respectively, with the middle charge residing in the center of the molecule and \( q > 0 \). Considering the cylindrical symmetry along the molecule axis (\( z \) axis), a quadrupole moment of the considered configuration is \( Q_{zz}^\pm = \pm 2qs^2 \).

The potential \( V(r) \) can be expressed through a multipole expansion:

\[
V(r, \theta) = \sum_\lambda V_\lambda(r) P_\lambda(\cos \theta),
\]

where \( V_\lambda(r) \) is the radial part for each multipolarity \( \lambda \). For the linear charge distribution \((\pm q, \mp 2q, \pm q)\) considered here, the form of \( V_\lambda(r) \) can be explicitly written as:

\[
V_\lambda(r) = \frac{e}{4\pi\epsilon_0} \frac{Q^\pm}{s^2} \begin{cases} 
\frac{1}{r} - \frac{1}{r} & \text{for } \lambda = 0, \\
\left(\frac{r}{r_{>}}\right)^{\lambda - 1} & \text{for } \lambda = 2, 4, 6..., 
\end{cases}
\]

(3.3)

with \( r_{>}=\max(r, s) \) and \( r_{<}=\min(r, s) \). The angular part of the potential \( P_\lambda(\cos \theta) \) is given by a Legendre polynomial of order \( \lambda \), with \( \theta \) being the angle between the direction of the valence electron \( r \) and the symmetry axis of the molecule, see Fig. 3.1.
Multipolar Gaussian potential

In multipolar Gaussian anions, the interaction between the molecule and the valence electron $V(r)$ can be modeled by a short-range potential of the axially-deformed Gaussian form with multipolarity $\lambda$:

$$
V(r) = -V_0 \exp \left( -\frac{r^2}{2r_0^2} \right) P_\lambda(\cos \theta),
$$

(3.4)

where $V_0$ is the potential strength, and $r_0$ is the potential range.

3.1.2 Coupled-channel equations

The total angular momentum of the system $\hat{J}$ is given by the sum of the angular momenta of the molecule $\hat{j}$ and the valence electron $\hat{\ell}$. Although the potential $V(r)$ is deformed in the intrinsic frame, the whole system (electron + molecule) is rotationally invariant in the laboratory reference frame. Therefore, $\hat{J}$ commutes with the Hamiltonian $\hat{H}$ and the wave function can be written as:

$$
\Psi^J = \sum_c u^J_c(r) \Theta^J_c,
$$

(3.5)

where $c$ labels all possible channels $(j, \ell)$ for a given $J$, $u^J_c(r)$ is the radial channel wave function, and $\Theta^J_c$ is the angular channel wave function. The eigenstates Eq. (3.5) are also labeled by means of the parity quantum number $\pi$; hence, in the following we use the spectroscopic notation $J^\pi_n$, where $n = 1$ marks the lowest $J^\pi$-state, $n = 2$ – the next one, and so on.

To properly describe the nonadiabatic coupling between the electronic and molecular motion, we solve the coupled-channel equations:

$$
\left[ \frac{d^2}{dr^2} - \frac{j_c(j_c + 1)}{I} - \frac{\ell_c(\ell_c + 1)}{r^2} + E_J \right] u^J_c(r) = \sum_{c'} V^J_{cc'}(r) u^{J'}_{c'}(r),
$$

(3.6)
which are obtained by inserting the wave function (3.5) into the Schrödinger equation. $V_{cc}^{J}(r)$ is the channel-channel coupling potential, and can be evaluated by rewriting the multipolar potential $V(r)$ in the laboratory frame [77, 54]. In this case, the motion of the electron is weakly coupled to the rotation of the molecule. The adiabatic, or strongly-coupled, limit corresponds to an infinite moment of inertia ($I \rightarrow \infty$) where the rotational band of the system collapses to the bandhead energy. In this section devoted to atomic systems, we will be using Rydberg units (energy expressed in Ry and distance in Bohr radius $a_0$).

One way to solve the coupled-channel equations (3.6) is by means of the direct integration method (DIM), but a reasonable initial guess is required to ensure convergence [4]; this can be difficult for those exotic systems whose components are not well known in advance. Also, higher-multipolarity potentials require a larger number of channels, which makes this method computationally demanding.

An alternative to the DIM is to use the basis expansion technique based on the Berggren ensemble. With the basis generated using the diagonal part of the potential $V_{cc}$ [54] for each channel, this Berggren expansion method (BEM) provides a faster way of solving Eq. (3.6). Moreover, in this method, one can obtain all the eigenstates at once by diagonalizing the complex-symmetric Hamiltonian.

Finally, one needs to identify resonances from the non-resonant scattering background. This can be done by analyzing the internal wave function of an eigenstate or using the fact that resonances do not depend on a de-
tailed choice of the contour [1]. Moreover, as a further test, the resonant states obtained in BEM are used in the DIM as an initial guess, and it is checked that the BEM results are reproduced.

3.2 Results for quadrupolar anions

In this section, we present the results for the quadrupolar anions with a focus on two aspects. One is the critical quadrupolar moments that binds the anion. The other is the coupling scheme between the molecule and valence electron in both above and below the dissociation threshold, with a focus on the transition between two regimes.

3.2.1 Critical quadrupolar moments

To test the precision of our model, we benchmark the DIM and BEM as applied to quadrupolar anions. Our results corresponding to the adiabatic limit can be compared with the analytical results of Ref. [78] for the critical electric quadrupole moment $Q_{zz,c} = \pm 2q_{s,c}^s s$. The internuclear distance $s$ is fixed at $1.6 \, a_0$ as in Ref. [3]; this value is close to the internuclear distance in CS$_2^-$ ($s = 1.554 \, a_0$ [79]). The corresponding critical quadrupole moments obtained analytically are $Q_{zz,c}^- = -2.35152 \, ea_0^2$ and $Q_{zz,c}^+ = 6.372016 \, ea_0^2$.

In the DIM, the parameter that controls the accuracy of calculations is the orbital angular momentum cutoff $\ell_{\text{max}}$ that determines the size of the channel basis. For $\ell_{\text{max}} = 12$, the DIM gives a critical oblate quadrupole moment of $Q_{zz,c}^- = -2.35162 \, ea_0^2$. In the BEM, in addition to $\ell_{\text{max}}$, the momentum cutoff $k_{\text{max}}$ needs to be fixed. By taking a real
contour $\mathcal{L}^+$ discretized with 80 points, and $k_{\text{max}} = 12 a_0^{-1}$, one obtains $Q_{zz,c}^- = -2.35164 \, e a_0^2$. The critical oblate quadrupole moment can be approached closely with both methods because it corresponds to a configuration of the attached electron that is well localized around the two positive charges at the center of the molecule. Thus, the electron is expected to be primarily in low-$\ell$ orbitals. For the prolate quadrupole moment, the situation is different. Here, the attached electron, attracted by the external positive charges, is less bound and higher-$\ell$ partial waves are expected to play a more important role. Indeed, as shown in Fig. 3.2, the DIM and BEM results do not reproduce the analytical value as precisely as for the oblate configuration. For $\ell_{\text{max}} = 14$ and $k_{\text{max}} = 12 a_0^{-1}$, we obtained $Q_{zz,c}^+ = 6.398 \, e a_0^2$ and $Q_{zz,c}^+ = 6.3984 \, e a_0^2$ with the DIM and BEM, respectively. While the convergence of $Q_{zz,c}^+$ with $\ell_{\text{max}}$ (and $k_{\text{max}}$) is slower than for $Q_{zz,c}^-$, DIM and BEM results are fairly consistent for $\ell_{\text{max}} = 14$ and $k_{\text{max}} = 12 a_0^{-1}$, and our results are in agreement with the DIM results of Ref. [3].
In realistic molecules, the effect of Pauli blocking at short distances [80, 81, 82] reduces the binding in the oblate configuration; hence, in general, the prolate configuration is more likely to bind electrons. Thus, while our oblate configuration results are useful for benchmarking purposes, their
physical interpretation should be dealt with caution.

3.2.2 Rotational bands in the continuum

In a previous study on dipolar anions [54], the yrast band has been predicted to disappear above the dissociation threshold, which implies a transition for anions going from below to above the threshold. Below the threshold, the motion of the attached electron is strongly coupled to the rotational motion of the molecule. Above the threshold, however, the electron becomes weakly coupled and moves almost independently.

Compared with the dipolar potential ($\propto 1/r^2$), the quadrupolar potential has a faster asymptotic falloff ($\propto 1/r^3$) that may affect the structure of the delocalized resonant states. In order to see the structure of resulting rotational bands, the binding energy for $Q_{zz}^- = -2.42 e\alpha_0^2$ and $Q_{zz}^+ = +6.88 e\alpha_0^2$ is plotted in Fig. 3.3(a) and Fig. 3.3(b), respectively, as a function of $J(J+1)$.

Here we use the same parameters as in the previous section ($s = 1.6 a_0$ and $I = 10^4 m_e a_0^2$). The contour $\mathcal{L}_c^+$ is assumed to be identical for all partial waves: it starts at zero and is defined by the three points: $(0.3, -10^{-5}), (0.6, 0), (6,0)$ (all in $a_0^{-1}$). The three resulting segments are discretized with 30, 30, and 40 scattering states, respectively. The specific values of $Q_{zz}$ has been chosen so that the binding energy approaches zero for a total angular momentum $J \approx 2, 3$ at $\ell_{\text{max}}=4$.

The BEM and DIM results are practically indistinguishable for all the values of $\ell_{\text{max}}$ considered. Perfect rotational behavior is predicted for both
prolate and oblate configurations, even above the dissociation threshold. This is confirmed by the collapse of all eigenenergies to the same bandhead energy in the adiabatic limit \((I \to \infty)\). At the maximal orbital angular momentum cutoff \(\ell_{\text{max}}\) considered, the states in the lowest-energy (yrast) band are all dominated by the \(\ell = 0\) channel at about 99.7% and 87.9%, for the oblate and prolate configuration, respectively. Unlike in the dipolar case, rotational bands of quadrupolar anions persist in the continuum.
Figure 3.3: Yrast band of quadrupolar anions defined by an internuclear distance of \( s = 1.6 \, a_0 \), a moment of inertia of \( I = 10^4 \, m_e a_0^2 \), and quadrupole moments of \( Q_{zz} = -2.42 \, e a_0^2 \) and \( Q_{zz}^+ = +6.88 \, e a_0^2 \) on panels (a) and (b), respectively. The BEM and DIM results are denoted with empty circles and stars, respectively, and are almost indistinguishable for all orbital angular momentum cutoffs considered. Taken from Ref. [4].

### 3.3 Results for anions bounded by multipolar Gaussian potentials

In the section, we investigate the generic near-threshold behavior of multipole-bound anions at the transition between the subcritical (below dissociation
threshold) and supercritical (above dissociation threshold) regimes. The main objective of this part is to show the role of low-$\ell$ partial waves in shaping the properties of low-lying states. We assume that the molecular potential has a Gaussian form given by Eq. (3.4). However, we wish to emphasize that the particular choice of the radial form factor is not important as it represents an a priori unknown short-range behavior. One can view this particular realization as a regularized zero-range interaction. To study the threshold behavior of the system we investigate the pattern of resonant poles as a function of four parameters: the strength and range of the Gaussian form factor, the multipolarity of the potential, and the molecular moment of inertia.
3.3.1 Threshold trajectories for multipolar Gaussian potentials in the adiabatic limit

Figure 3.4: Threshold trajectories \((V_0, r_0)_c^\pm\) for multipolar Gaussian potentials with \(\lambda = 1 - 4\) in the adiabatic limit. Taken from Ref. [2].

As mentioned earlier, the critical multipole moments \(Q_{\lambda,c}^\pm\) mark the limit between the subcritical and supercritical regimes. One may notice that \(Q_{\lambda,c}^- = -Q_{\lambda,c}^+\) for odd-multipolarity potentials, but there is no such relation for even multipolarity potentials. As discussed earlier, there are two critical values of the quadrupole moment for a quadrupole-bound anion (\(\lambda = 2\)): \(Q_{2,c}^+\) (prolate) and \(Q_{2,c}^-\) (oblate), and \(Q_{2,c}^- \neq -Q_{2,c}^+\).

As the usual \(-1/r^{\lambda+1}\) radial dependence of multipolar potentials is re-
placed in our work by the Gaussian form factor, the dissociation threshold is obtained at the critical trajectories of \((V_0, r_0)_c^\pm\). Fig. 3.4 shows such trajectories obtained in the adiabatic limit for the \(J^\pi = 0^+_1\) g.s. of anions with multipolarities \(\lambda = 1 - 4\).

These results are obtained with a Berggren contour defined by the points \(k_{\text{peak}} = (0.5, -0.1), k_{\text{mid}} = 1.0, \text{and } k_{\text{max}} = 14.0\) (in units of \(a_0^{-1}\)), with each segment being discretized by 40 Gauss-Legendre points. To ensure convergence, we took \(\ell_{\text{max}} = 4\) for \(\lambda = 1, 2, 3\) and \(\ell_{\text{max}} = 8\) for \(\lambda = 4, 5\).

As one would expect, the absolute value of the critical potential strength \(|V_{0,c}|\) required to bind an excess electron decreases with the range \(r_0\) and for a fixed range \(|V_{0,c}|\) increases with multipolarity. Also, as noted in previous studies [83, 78, 84, 4], for even multipolarities, the value of \(|V_{0,c}|\) for negative-\(V_0\) potentials (“prolate”) is larger than that for positive-\(V_0\) potentials (“oblate”).

It is interesting to note that at the threshold the wave functions are dominated by the \(\ell = 0\) component. Dividing the intrinsic wave function into the inner region \((r < R)\) and outer region \((r > R)\) contributions, where \(R\) is the distance at which the molecule potential becomes practically unimportant, one can show [85, 86, 87] that the probability of finding the electron in the outer region approaches one at the dissociation threshold if the \(\ell = 0\) component is present in the intrinsic wave function. This has been practically demonstrated in our work on quadrupole-bound anions [4] in the context of the scaling properties of root-mean-square (rms) radii.
3.3.2 Resonances of the near-critical quadrupolar Gaussian potential

In order to study the role of low-$\ell$ partial waves on the structure of multipole-bound anions, one has to recognize the impact of $\ell = 0$ partial waves on resonant states near threshold [87]. In our coupled-channel formalism, resonant states appear through the mixing of different channels. To study general features of near-threshold resonances, we consider three states of the quadrupolar potential in the adiabatic approximation. Namely, we investigate: (i) the $J^\pi = 0^+_1$ g.s. dominated by the $\ell = 0$ partial wave; (ii) an excited $J^\pi = 0^+_d$ state dominated by the $\ell = 2$ channel; and (iii) the lowest $J^\pi = 1^-_1$ state, which is primarily $\ell = 1$ and without contribution from $\ell = 0$. The quadrupolar case discussed here is characteristic of other multipolar potentials.

(i) Resonant states dominated by the $\ell = 0$ channel

The g.s. of the quadrupolar potential is computed with the BEM, using the extended contour $\mathcal{L}^+$ defined by the points: $k = (0, 0), (-0.1, -0.4), (0.1, -0.4), (2, 0), \text{ and } (14, 0)$ (all in $a_0^{-1}$), each segment being discretized with 40 Gauss-Legendre points. By considering the contour that extends into the third quadrant of the complex-momentum plane, antibound states can be revealed [1, 88, 89].
Figure 3.5: The lowest $0^+$ resonant state of the quadrupolar Gaussian potential with $r_0 = a_0$ as a function of $V_0$. Top: real energy and imaginary momentum. Bottom: the channel decomposition of the real part of the norm. The critical strength $V_{0,c}$ is marked by arrow. Taken from Ref. [2].

Fig. 3.5(a) shows the energy and momentum of the $0^+_1$ state for different values of the potential strength $V_0$. For large values of $V_0$, the g.s. is bound ($\text{Re}(E)<0$) and has a positive imaginary momentum. As the potential strength decreases, the energy of the g.s. moves up and approaches the $E = 0$ threshold at $V_{0,c} = 8.7 \text{Ry}$. For $V_0 < V_{0,c}$ the lowest $0^+$ state becomes antibound ($\text{Re}(E) < 0$, $\text{Im}(k) < 0$). As illustrated in Fig. 3.5(b), the contributions $N_\ell$ to the complex norm of the wave func-
tion from different $\ell$-channels ($\ell = 0, 2, 4$) vary smoothly when crossing the threshold. The norm is largely dominated by the $\ell = 0$ component. At the critical strength, the $\ell > 0$ contributions to the norm vanish, cf. discussion in Sec. 3.3.1. This indicates that the presence of near-threshold antibound states indeed impacts the structure of the low-energy continuum [90, 91, 92, 93, 34].

(ii) Resonant states dominated by a $\ell \neq 0$ channel

We now consider the evolution of an excited state of a wider quadrupolar potential with $r_0 = 4a_0$. At $V_0 = 1.1$ Ry, the lowest $0^+$ state is bound and the second $J^\pi = 0_2^+$ state is a decaying resonance, see Fig. 3.6. Figure 3.7(a) shows the channel decomposition for this second $0_2^+$ state. It is seen that its configuration has the predominant $\ell = 2$ component.
Figure 3.6: Trajectory of the $0^+$ resonant state in the complex-$k$ plane of the quadrupolar potential with $r_0 = 4a_0$ as the potential strength $V_0$ increases in the direction indicated by an arrow. At the lowest value $V_0 = 1.1$ Ry, the $0^+$ g.s. is bound and the state of interest is an excited $0^+_2$ state associated with a decaying resonance. At $V_0 = 1.8$ Ry the pole crosses the $-45^\circ$ line and becomes a subthreshold resonance $0^+_d$. At $V_0 = 2.857$ Ry the decaying pole reaches the imaginary-$k$ axis and coalesces with the capturing pole with $\text{Im}(k) < 0$ forming an exceptional point. The antibound states at $V_0 = 1.8$ Ry and $V_0 = 2.7$ Ry are marked. Taken from Ref. [2].

As the potential gets deeper, the pole crosses the $-45^\circ$ line at $V_0 \approx 1.8$ Ry and becomes a subthreshold resonance labeled as $0^+_d$. At $V_0 = 2.7$ Ry, a rapid transition to a configuration dominated by the $\ell = 4$ partial
wave takes place, which is indicative of a level crossing in the complex-$k$ plane. At $V_0 = 2.857 \text{Ry}$ the decaying pole arrives at the imaginary-$k$ axis and coalesces with the symmetric capturing pole forming an exceptional point [94, 95, 96]. At still larger values of $V_0$, the exceptional point splits up into two antibound states moving up and down along the imaginary-$k$ axis as shown in Fig. 3.6. A similar situation was discussed in Refs. [42, 97] in the context of electron-molecule scattering and optical lattice arrays, respectively.

![Figure 3.7: Real norms of the channel wave functions for the decaying pole $0^+_d$ shown in Fig. 3.6 and the antibound states $0^+_b$ and $0^+_c$ of Fig. 3.8. Taken from Ref. [2].](image-url)
In the range of $V_0$ corresponding to the trajectory $0^+_2 \to 0^+_d$ shown in Fig. 3.6, there appear antibound states in the threshold region. Their trajectories along the imaginary-$k$ axis are shown in Fig. 3.8 and their channel decompositions are given in Fig. 3.7(b) and (c). As $V_0$ increases, the antibound states $0^+_a$, $0^+_b$, and $0^+_c$ emerge as bound physical states of the system labeled as $0^+_1$, $0^+_2$, and $0^+_3$, respectively. The lowest antibound state $0^+_a$ has a dominant $\ell = 0$ configuration, similar to that of Fig. 3.5. At low values of $V_0$, the wave function of the antibound state $0^+_b$ is predominantly $\ell = 2$. As seen in Fig. 3.6, this state appears close to the decaying pole $0^+_d$ at $V_0 \approx 1.8\text{Ry}$ and the crossing between these two poles in the complex-$k$ plane is seen in their wave function decompositions. Following the crossing, the state $0^+_b$ acquires a large $\ell = 0$ component. The antibound state $0^+_c$ begins as an $\ell = 4$ configuration. At $V_0 \approx 2.7\text{Ry}$, this state interacts with $0^+_d$ and its configuration changes to $\ell = 2$. One can thus see that the presence of antibound states results in the particular shape of the $0^+_d$-pole trajectory in the complex-$k$ plane.
Figure 3.8: Trajectories of antibound and bound $0^+$ states along the imaginary-$k$ axis as a function of $V_0$ for the quadrupolar potential with $r_0 = 4a_0$. With increasing potential strength, the antibound states $0^+_a$, $0^+_b$, and $0^+_c$ become bound states of the system $0^+_1$, $0^+_2$, and $0^+_3$, respectively. The open circle marks the exceptional point of Fig. 3.6, which is the source of two antibound states. The particular values of $V_0$ discussed around Fig. 3.6 are marked. Taken from Ref. [2].
The dependence of the $0^{+_d}$ pole trajectory on the potential range is illustrated in Fig. 3.9. For potentials with longer ranges, pole trajectories appear closer to the origin. Due to the numerical stability issue, the contour used cannot go below $-0.4 a_0^{-1}$ for imaginary momentum. Consequently, a wider potential with $r_0 = 4 a_0$ is chosen so that the whole complex-momentum trajectory can be revealed. In all the cases shown, a transition from decaying to subthreshold resonances takes place.
poles have large widths and are expected to impact the structure of the low-energy scattering continuum.

(iii) Resonant states without a $\ell = 0$ component

Here we discuss the lowest $J^\pi = 1^-_1$ state, which is primarily $\ell = 1$ with a small admixture of the $\ell = 3$ channel. This case closely follows the discussion of Ref. [42] for $p$-wave scattering from short-range potentials.
Figure 3.10: Top: trajectory of the lowest $1_{1}^{-}$ resonant state of the quadrupolar potential with $r_0 = a_0$ as a function of $V_0$ in the range of (9-12.7) Ry. The potential strength $V_0$ increases along the direction indicated by an arrow. The positions of the bound and antibound states at $V_0 = 12.34$ Ry and 12.4 Ry are marked. Bottom: real norms of channel functions for this state. Taken from Ref. [2].

The corresponding trajectory of this state in the complex-momentum plane is shown in Fig. 3.10(a). At larger values of $V_0$, the $1_{1}^{-}$ state is bound. As $V_0$ decreases, this state crosses the dissociation threshold and becomes a narrow decaying resonance. The trajectory of the capturing resonance, symmetric with respect to the imaginary-$(k)$ axis, is not shown.
As discussed in Ref. [42], the exceptional point appears at the origin at $V_{0,c}$. Close to the threshold, the bound state and the antibound state are located symmetrically to the origin. For the $p$-wave dominated state, the transition from the subcritical to the supercritical regime is smooth, i.e., the wave function amplitudes hardly change with $V_0$, see Fig. 3.10(b). This is because the contributions from antibound and bound poles cancel each other out. In this case, the structure of the low-energy continuum is not expected to be affected by the presence of threshold poles.

The situation presented in Fig. 3.10 is rather generic for $p$-wave dominated resonant poles. Increasing the potential range moves the pole trajectory closer to the real-$k$ axis. Consequently, states containing no $s$-wave component are likely to appear as isolated narrow resonances. For odd-multipolarity potentials, a $(j = J, \ell = 0)$ component of a $J^\pi$ state becomes large as the dissociation threshold is approached, see Sec. 3.3.2. On the other hand, for even-multipolarity potentials, odd-$J$ states cannot have an $s$-wave component, as the molecule’s angular momentum $j$ must be even, and narrow near-threshold resonances can appear.
### 3.3.3 Rotational motion

![Graph](image)

**Figure 3.11:** The rotational band built upon the $J^e = 0^+_1$ state of a dipole-bound anion. The parameters $V_0 = 5.33 \text{ Ry}$, $r_0 = a_0$, and $I = 10^3 m_e a_0^2$ have been chosen to place the bandhead energy slightly below the zero-energy threshold, where the rotational motion of the molecule can excite the system into the continuum. The energy is plotted as a function of $J(J+1)$. Taken from Ref. [2].

To describe multipole-bound anions, one has to take into account the nonadiabatic coupling between the rotational motion of the molecule and the s.p. motion of the electron. Whether a multipole-bound anion can exhibit rotational bands depends on multipolarity. For instance, it was shown in Ref. [54] that rotational bands of dipolar anions do not extend above the dissociation threshold while a similar study for quadrupole-bound anions [4] demonstrated that the rotational motion of the anion is hardly affected by the continuum.
Figure 3.12: Similar to Fig. 3.11 but for rotational bands built upon the $J^\pi = 0^+_1$ and $1^-_1$ bandheads of a quadrupolar Gaussian potential with $V_0 = 12.38\text{Ry}$, $r_0 = a_0$, and for $I = 50\, m_e a_0^2$ and $I = 100\, m_e a_0^2$. Taken from Ref. [2].

Figure 3.11 illustrates the case of a rotational band built upon the subthreshold $J^\pi = 0^+_1$ state of the dipolar Gaussian potential. It is seen that the rotational band is not affected when the zero-energy threshold is crossed below $J = 4$. This result indicates that the presence of the two coupling regimes predicted to exist in realistic calculations for dipole-bound anions [54] must be due to difficulties in imposing proper boundary conditions at infinity for the dipolar potential ($\sim r^{-2}$) when the rotational motion of the molecule is considered nonadiabatically [77]. Since in the present work the radial part of the dipolar pseudopotential is replaced by a Gaussian function, the outgoing boundary condition can be readily
imposed.

We now investigate the impact of the molecular rotation on the energy spectrum of the anion. By definition, changing the moment of inertia of the molecule is expected to have a larger effect on states dominated by channels with large $j$, but in practice, such channels are unlikely to dominate at low energies. As an illustrative example, we study the $3^{-}_1$ state of the quadrupolar ($\lambda = 2$) Gaussian potential. Figure 3.13(a,b) shows, respectively, the energy and decay width of the $3^{-}_1$ resonance as a function of the potential strength and the inverse moment of inertia.

A similar result is obtained for the quadrupolar case shown in Fig. 3.12 for two rotational bands built upon the $J^z = 0^+_1$ and $1^-_1$ bandheads. The existence of rotational bands extending above the dissociation threshold is consistent with the findings of Ref. [4] employing the realistic quadrupolar pseudopotential. The results for higher-multipolarity potentials follow the pattern obtained for the dipolar and quadrupolar cases; hence, they are not shown here.
Figure 3.13: Energy (a) and decay width (b), both in Ry, of the $3_1^-$ resonance of the quadrupolar Gaussian potential with $r_0 = a_0$ as a function of the inverse of the moment of inertia and the potential strength. The dissociation threshold ($E = 0$) is indicated. The dominant ($j, \ell$) channel is marked in panel (b). When the rotational energy of the molecule $E_{rot}^{j=4}$ lies below/above the energy of the $3_1^-$ resonance, the (4,1) decay channel is open/closed. The line $E_{rot}^{j=4} = E(3_1^-)$ (thick solid) separating these two regimes is marked, so is the line $E_{rot}^{j=2} = E(3_1^-)$ (thick dotted) which corresponds to the threshold energy for the opening of the (2,1) channel. The norms of the two dominant channels (2,1) (solid line) and (4,1) (dotted line) are shown as a function of $V_0$ for $1/I = 0.04 m_e^{-1}a_0^{-2}$ (c) and $0.02 m_e^{-1}a_0^{-2}$ (d). Taken from Ref. [2].
At large values of $V_0$ when the $3_1^-$ resonance lies close to the threshold, its wave function is primarily described in terms of two channels with $(j, \ell) = (2, 1)$ and $(4, 1)$ with the dominant $(2,1)$ amplitude, see Fig. 3.13(c,d). At a finite value of $I$, as the energy of the resonance increases, a transition takes place to a state dominated by the $(4,1)$ component that is associated with a reduction of the decay width. This transition can be explained in terms of channel coupling. At very low values of $1/I$, the energy $E(3_1^-)$ lies above the rotational $4^+$ state of the molecule. As the moment of inertia decreases, the $4^+$ member of the g.s. rotational band of the molecule moves up in energy, and at some value of $I$ it becomes degenerate with the energy of the $E(3_1^-)$ resonance, i.e., $E_{\text{rot}}^{j=4} = E(3_1^-)$. At still higher values of $1/I$, the $(4,1)$ channel is closed to the electron emission. As seen in Fig. 3.13(b), the irregular behavior in the width of the resonance can be attributed to the $(4,1)$ channel closing effect [98]. A second irregularity in Fig. 3.13(c,d), seen at large potential strengths, corresponds to $E_{\text{rot}}^{j=2} = E(3_1^-)$. As the resonance approaches the threshold, its tiny decay width can be associated with the $(0,3)$ channel. Due to its higher centrifugal barrier, $(0,3)$ channel contributes around 1% to the total norm in the threshold region.
Chapter 4

Lithium isotopes and mirror nuclei

4.1 Introduction

In the light-nuclei region of the nuclear landscape, the imbalance between proton and neutron numbers can reach high values, which is susceptible to continuum effects due to the presence of low-lying decay channels. Wave functions of such systems often “align” with the nearby threshold and are expected to have substantial overlaps with the corresponding decay channels. Among them, lithium isotopes are of particular interest as they reveal rich phenomena, including the binary cluster $(\alpha+d)$ of $^6$Li [99, 100], the anitbound (virtual) state of $^{10}$Li [43, 44, 45, 46], as well as the spatially extended halo structure of $^{11}$Li [17, 24, 101].

However, such OQSs pose many challenges for nuclear theory, since drip line nuclei can not be described in a typical HO-based configuration interaction method. As a result, for instance, the theoretical descriptions of $^{11}$Li are usually based on a few-body approximation, including Faddeev equation [102] and other similar techniques [103, 104, 105, 106]. In this case, $^{11}$Li is described as a loosely bound three-body system ($^9$Li core and
two valence neutrons), due to its Borromean property [17, 24, 101], in which none of the two-body subsystems is bound.

One of the main drawbacks of a cluster approximation is that the core polarization effects are expected to be large, therefore, a more elaborated approach is required. To this end, we adopt GSM based on the BEM technique introduced in Chapters 2 and 3, which can give a comprehensive description of the interplay between many-body correlation and continuum coupling.

In this work, we study the lithium isotopes ($^6$-$^{11}$Li) with a realistic residual interaction including uncertainty estimation of the Hamiltonian parameters as well as predicted spectra.

Another interesting aspect existing only in nuclear OQSs is the asymmetry between proton and neutron thresholds. This can result in different asymptotic behavior of proton and neutron wave functions resulting in the Thomas-Ehrman effect (TEE) [107, 108]. To study the TEE, the mirror partner of lithium isotopes have also been studied in this work.

### 4.2 Gamow shell model

#### 4.2.1 Hamiltonian

The lithium isotopes and their mirror partners are studied in terms of valence nucleons coupled to the $^4$He core. This is justified by the strongly bound nature of $^4$He, whose first excited state is 20.21 MeV above the g.s. [7]. In this picture, the Hamiltonian is given as a sum of an s.p. core-nucleon potential and effective two-body interactions among the val-
lence nucleons. In the intrinsic frame of the Cluster Orbital Shell Model (COSM) [109], where the nucleon coordinates are defined with respect to the center of mass of the core, the GSM Hamiltonian is expressed as:

\[ H = \sum^n_i \left[ \frac{p_i^2}{2\mu_i} + U_{\text{core}}(i) \right] + \sum^n_{i=1, i<j} \left[ V_{i,j} + \frac{p_ip_j}{M_{\text{core}}} \right] \] (4.1)

where \( n \) denotes number of valence nucleons, \( \mu_i \) and \( M_{\text{core}} \) are the reduced mass of valence nucleon and core, respectively, and \( U_{\text{core}}, V_{i,j} \) are the core-nucleon potential and nucleon-nucleon interaction, respectively. The last term in Eq. (4.1) is the recoil term in the COSM coordinates, which is used to eliminate the energy contribution from the center-of-mass motion.

In GSM, to account for the many-body correlations, Slater determinants are built upon the discretized s.p. Berggren basis states of each shell to serve as the many-body basis within which the complex-symmetric \( H \) is diagonalized [1].

**Core potential**

The core-nucleon potential is taken as a Woods-Saxon (WS) field, with a central and spin-orbit term and Coulomb field for protons.

\[ U_{\text{core}}(r) = V_0f(r) - 4V_\ell s\frac{1}{r}\frac{df(r)}{dr} \cdot \ell \cdot s + U_{\text{Coul}}(r), \] (4.2)

where \( f(r) = -(1 + \exp[(r - R_0)/a])^{-1} \). The WS radius and diffuseness parameters were taken from Ref. [110]: \( R_0(n) = 2.15 \) fm, \( R_0(p) = 2.06 \) fm, \( a(n) = 0.63 \) fm, and \( a(p) = 0.64 \) fm. The Coulomb potential is generated by a spherical Gaussian charge distribution with the radius \( R_{ch} = 1.681 \) fm [111]. The strength of the central and the spin-orbit part of the po-
tential, represented as $V_0$ and $V_{\ell s}$, respectively, are optimized in the work with respect to the selected states.

**Two-body interaction**

The effective two-body interaction is constructed based on the finite-range Furutani-Horiuchi-Tamagaki (FHT) force [110, 112, 113], which has been shown to successfully describe structure and reactions involving light nuclei [114, 110, 115, 116, 117].

The FHT interaction contains central ($c$), spin-orbit ($LS$), tensor ($T$) and Coulomb terms:

$$V = V_c + V_{LS} + V_T + V_{\text{Coul}}.$$  \hspace{1cm} \text{(4.3)}

The central and tensor parts are both a sum of three Gaussian functions with different ranges representing the short, intermediate and long ranges of nucleon-nucleon interaction. The spin-orbit part is a sum of two Gaussian functions [110]. In order to be applied in the present GSM formalism, the interaction is rewritten in terms of the spin-isospin projectors $\Pi_{ST}$:

$$V_c(r) = V^{11}_c f^{11}_c(r) \Pi_{11} + V^{10}_c f^{10}_c(r) \Pi_{10} + V^{00}_c f^{00}_c(r) \Pi_{00} + V^{01}_c f^{01}_c(r) \Pi_{01},$$ \hspace{1cm} \text{(4.4)}

$$V_{LS} = (L \cdot S) V^{11}_{LS} f^{11}_{LS}(r) \Pi_{11},$$ \hspace{1cm} \text{(4.5)}

$$V_T(r) = S_{ij} [V^{11}_T f^{11}_T(r) \Pi_{11} + V^{10}_T f^{10}_T(r) \Pi_{10}],$$ \hspace{1cm} \text{(4.6)}

where $r \equiv r_{ij}$ stands for the distance between the nucleon $i$ and $j$, $\hat{r} = r_{ij}/r_{ij}$, $L$ is the relative orbital angular momentum, $S = (\sigma_i + \sigma_j)/2$, and $S_{ij} = 3(\sigma_i \cdot \hat{r})(\sigma_j \cdot \hat{r}) - \sigma_i \cdot \sigma_j$. There are seven interaction strengths
$V_{\eta}^{ST}$ ($\eta = c, LS, T$) in different spin-isospin channels, which are adjusted to experimental data.

In Ref. [110], the FHT interaction was used in the GSM description of bound and unbound nuclei with $A \leq 9$. While a good energy reproduction was achieved, the systematic statistical study of the parameters carried out in Ref. [110] demonstrated that some of the terms in the FHT interaction were sloppy, i.e., not well constrained. According to this, we used a simplified version of the FHT interaction where the central $V_{c}^{10}$, $V_{c}^{01}$, and tensor $V_{T}^{10}$ terms have been considered. This choice is also justified by the Effective Field Theory (EFT) arguments [118, 119, 120, 121, 122]. Indeed, in the EFT expansion of the bare nucleon-nucleon interaction, these three terms appear at leading order, whereas the other terms present in the original FHT interaction correspond to higher orders of EFT. However, we have observed that adding the central term $V_{c}^{00}$ improves the overall description of the nuclei considered in this work and hence we have also included it in $V_{i,j}$.

As it is customary in shell model studies [123, 124], a mass-dependent interaction-scaling factor of the form $(6/A)^{\alpha}$ is introduced to effectively account for the missing three-body forces [125, 126]. We found that the value $\alpha = 1/3$ gives a very reasonable description of experimental energies.

Finally, the Coulomb interaction between valence protons is treated by incorporating its long-range part into the basis potential and expanding the short-range two-body component in a truncated basis of HO states [127, 128].
4.2.2 Interaction optimization

The parameters (or even the form) of the effective nuclear interaction are not defined unambiguously. They can vary in different regions of the nuclear chart when considering in-medium effects. In order to provide predictions, the interaction parameters have been optimized through a fitting process, which consists in the minimization of the $\chi^2$ penalty function

$$\chi^2(p) = \sum_{i=1}^{N_d} \left( \frac{O_i(p) - O_{i,\text{exp}}}{\delta O_i} \right)^2,$$

where $N_d$ is the number of observables and $p$ is a vector of parameter used. $O(p)$ and $O_{i,\text{exp}}$ are the calculated value for observables and experimental values, respectively. $\delta O_i$ is the adopted error that has been estimated by normalizing the penalty function to the number of degrees of freedom $N_{dof} = N_d - N_p$ at the minimum $\chi^2(p_0)$ [129]. In the case of a single type of data and assuming that experimental and numerical errors are negligible, this can be achieved through a global scaling of the initial adopted errors $\delta O_i \rightarrow \delta O_i \sqrt{\chi^2(p_0)/N_{dof}}$ [110]. This renormalization guarantees that $\chi^2 \sim 1$, which is necessary for calculated statistical uncertainties to be meaningful [130].

Interactions used in this model are linear in strength parameters, which enables us to calculate the first derivative (Jacobian $J$) exactly using Hellmann-Feynman theorem [131],

$$J_{i\alpha} = \frac{1}{\delta O_i} \left. \frac{\partial O_i}{\partial p_\alpha} \right|_{p_0}.$$

The covariance matrix $C$ can be approximately expressed in terms of Ja-
The uncertainty for each parameter is given by the diagonal elements in the covariance matrix \( C \), and the correlation between parameters \( \alpha \) and \( \beta \) is given by \([110]\)

\[
c_{\alpha\beta} = \frac{C_{\alpha\beta}}{\sqrt{C_{\alpha\alpha}C_{\beta\beta}}}. \tag{4.10}
\]

In the situation where the Jacobian matrix is noninvertible or has a very small determinant, the Gauss-Newton method used in the minimization of \( \chi^2 \) becomes unstable as the Jacobian matrix must be inverted. This typically happens when some parameters are sloppy, i.e., not well constrained by observables. To stabilize the calculation, the matrix inversion is replaced by its pseudo-inverse, derived from the singular value decomposition (SVD) of the Jacobian matrix [110].

The four strengths of the WS potential and four parameters of the two-body interaction are simultaneously optimized to reproduce fifteen energy levels of lithium isotopes and their mirror partners.

### 4.2.3 Model space

The calculations were performed in a model space which includes \( s_{1/2}, p_{3/2} \) and \( p_{1/2} \) partial waves for both protons and neutrons. Since the optimization involved energies only, for the sake of speeding-up the optimization and for better stability, we used a deeper WS potential to generate the basis, in which the \( 0p_{3/2} \) and \( 0p_{1/2} \) poles are bound. A real contour was then used to describe the non-resonant continuum space. The contour \( \mathcal{L}^+ \)

\[
C \simeq (J^TJ)^{-1}
\]
for Berggren basis was divided into 3 segments with $k_{\text{peak}} = 0.25 \text{ fm}^{-1}$,
$k_{\text{mid}} = 0.5 \text{ fm}^{-1}$, and the cutoff momentum $k_{\text{max}} = 4 \text{ fm}^{-1}$. Discretizing
each segment with 10 points using the Gauss-Legendre quadrature guar-
anteed the convergence of results.

To calculate resonance’s width, one has to generate a basis based on a
much shallower basis-generating WS potential, in which the $0p_{3/2}$ and $0p_{1/2}$
poles are decaying resonances. In this case, a complex contour defined by a
complex value of $k_{\text{peak}}$ is employed. It is to be noted that the calculation of
the width is more demanding than that of energy. A higher discretization
of (20,20,20) is needed for the contour. Due to the Coulomb repulsion,
the mean-field used to generate the s.p. basis for proton-rich nuclei varies
with proton number. The contour was adjusted separately for each system
to assure that the Berggren completeness relation is met. To ensure the
numerical stability, the chosen contour should neither lie too close to the
Gamow poles nor lie too far from the real-$k$ axis. In this work, $k_{\text{peak}}$ is
chosen to lie slightly ($0.05 \text{ fm}^{-1}$) below the position of the $0p_{3/2}$, $0p_{1/2}$ poles,
but with the imaginary part greater than $-0.2 \text{ fm}^{-1}$. The calculations
were repeated with several slightly different values of $k_{\text{peak}}$ to assure the
full convergence of results.

As in any configuration interaction models, the dimension of the Hamil-
tonian matrix grows quickly with the number of active particles. In the
context of the GSM, it increases more quickly than in the conventional
shell model due to the presence of discretized scattering states. To this
end, we truncated the model space by working with natural orbitals which
provides an optimized set of s.p. states [110, 132, 133]. The natural orbitals are defined as the eigenvectors of the one-body density matrix [133], and have widely used in no-core shell model [134]. In this work, natural orbitals are first calculated in a truncated configuration space which permits only three valence particles in the continuum shells. A truncation is then performed on the s.p. basis by keeping only natural orbitals for which the modulus of the occupation number is greater than a certain value ($10^{-6}$). Finally, a new set of Slater determinants was constructed and served as the basis for the diagonalization of the Hamiltonian matrix using the Davidson method [135].

To check the accuracy of this truncation procedure in the case of the largest systems, computation of the energy was also performed using the Density Matrix Renormalization Group (DMRG) method [136, 137]. The DMRG allows performing calculations without truncation on the s.p. basis and without restrictions on the number of particles in the continuum. In this approach, the many-body Schrödinger equation was solved iteratively in tractable truncated spaces which were increased until numerical convergence was reached. We have checked that, in all cases discussed in this work, the GSM results were in good agreement with those of DMRG.

4.3 Results

4.3.1 Optimized states

To optimize our interaction, we used experimentally well-established levels, shown in Table 4.1 and marked with ⋆ in Figs. 4.1 and 4.2 respectively.
Table 4.1: Energy levels used in the GSM Hamiltonian optimization. The energies are
given with respect to the $^4$He g.s.. The experimental values $E_{exp}$ are taken from Ref. [7].
They are compared to the GSM values $E_{GSM}$.

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>State</th>
<th>$E_{exp}$ (MeV)</th>
<th>$E_{GSM}$ (MeV)</th>
<th>Nucleus</th>
<th>State</th>
<th>$E_{exp}$ (MeV)</th>
<th>$E_{GSM}$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^6$Li</td>
<td>1+</td>
<td>-3.70</td>
<td>-3.72</td>
<td>$^7$Li</td>
<td>3/2-</td>
<td>-10.95</td>
<td>-11.02</td>
</tr>
<tr>
<td></td>
<td>0+</td>
<td>-0.14</td>
<td>-0.10</td>
<td></td>
<td>1/2-</td>
<td>-10.47</td>
<td>-10.14</td>
</tr>
<tr>
<td>$^7$Li</td>
<td>3/2-</td>
<td>-10.95</td>
<td>-11.02</td>
<td>$^7$Be</td>
<td>3/2-</td>
<td>-9.30</td>
<td>-9.36</td>
</tr>
<tr>
<td></td>
<td>1/2-</td>
<td>-10.47</td>
<td>-10.14</td>
<td></td>
<td>1/2-</td>
<td>-8.88</td>
<td>-8.53</td>
</tr>
<tr>
<td></td>
<td>1+</td>
<td>-12.00</td>
<td>-11.93</td>
<td></td>
<td>1+</td>
<td>-8.67</td>
<td>-8.50</td>
</tr>
<tr>
<td>$^9$Li</td>
<td>3/2-</td>
<td>-17.05</td>
<td>-16.90</td>
<td>$^9$C</td>
<td>3/2-</td>
<td>-10.74</td>
<td>-10.85</td>
</tr>
<tr>
<td></td>
<td>1/2-</td>
<td>-14.35</td>
<td>-14.50</td>
<td></td>
<td>1/2-</td>
<td>-8.52</td>
<td>-8.59</td>
</tr>
<tr>
<td>$^{11}$Li</td>
<td>3/2-</td>
<td>-17.41</td>
<td>-17.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The experimental data are taken from Ref. [7] unless otherwise specified. All energies are considered relative to the g.s. energy of $^4$He.

As can be seen in Table 4.1, very good consistency with experimental results has been achieved for the fifteen selected states. The rms deviation from experimental values is 160 keV. The largest discrepancy is obtained for the 1/2$^{-}$ states of $^7$Li and $^7$Be, with a deviation of 340 keV from the data. All other states are within the range of 170 keV from experiment.

We also want to point out that three states lying close to the threshold are also well reproduced, including: (i) the 0$^{+}$ state of $^6$Li which is 140 keV below the threshold of $^4$He+n+p; (ii) the g.s. of halo nucleus $^{11}$Li lying 369 keV below the two-neutron emission threshold; (iii) and the 2$^{+}$ state of $^8$B being 140 keV away from one proton decay.
4.3.2 Optimized Interaction

The optimized values of the parameters for the WS potentials and the two-body interaction are displayed, along with their statistical uncertainties, in Tables 4.2 and 4.4, respectively. As one can judge from the small parameter uncertainties in Tables 4.2 and 4.4, the GSM Hamiltonian is rather well constrained. As expected, the central term $V_{c00}$ has the largest uncertainty of $\sim 12\%$.

Table 4.2: Central and spin-orbit strengths of the core-nucleon WS potential optimized in this work. The statistical uncertainties are given in parentheses.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Neutrons</th>
<th>Protons</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_0$ (MeV)</td>
<td>39.5 (2)</td>
<td>42.1 (4)</td>
</tr>
<tr>
<td>$V_{ls}$ (MeV·fm$^2$)</td>
<td>10.7 (2)</td>
<td>11.1 (5)</td>
</tr>
</tbody>
</table>

Compared with the core-nucleon potential parameters obtained by fitting proton-$^4$He and neutron-$^4$He phase shifts in Ref. [110], the strength parameter of core potentials for both protons and neutrons are shallower, which push $p$-shell poles up further into the continuum. Moreover, the spin-orbit strength is larger than that in Ref. [110], which separates the $0p_{3/2}$ and $0p_{1/2}$ poles further apart. Consequently, the $0p_{3/2}$ pole appears at similar energy as in Ref. [110] and the $0p_{1/2}$ pole lies high above in the

Table 4.3: Ground state energies (in MeV) and widths (in keV) of $^5$He and $^5$Li obtained from the optimized core-nucleon potential and compared to experiments [8, 9].

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>$E_{\text{GSM}}$</th>
<th>$E_{\text{exp}}$</th>
<th>$\Gamma_{\text{GSM}}$</th>
<th>$\Gamma_{\text{exp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^5$He</td>
<td>0.74</td>
<td>0.798</td>
<td>640</td>
<td>648</td>
</tr>
<tr>
<td>$^5$Li</td>
<td>1.6</td>
<td>1.69</td>
<td>1300</td>
<td>1230</td>
</tr>
</tbody>
</table>
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continuum. To assess the quality of the newly obtained interaction, the energy and width for the g.s. (3/2\(^{-}\)) of both \(^5\)He and \(^5\)Li are calculated and shown in Table 4.3. These values are indeed very close to the experimental values.

The new core potential is not optimal in describing 0\(p_{1/2}\) resonant states of \(^5\)He and \(^5\)Li, whose physical importance decrease with its large decaying width. But this does not extend to heavier nuclei. For example, the 1/2\(^{-}\) state of \(^7\)Li and \(^7\)Be are mainly determined by the 0\(p_{1/2}\) pole and the obtained results are still quite close to the experimental data.

### 4.3.3 Test against other excited states

To check the quality of our optimized interaction, states not included in the optimization were calculated and compared with experiment. Results are shown in Figs. 4.1 and 4.2. To distinguish from the states used for optimization, states not entering the optimization are shown together with their energies displayed; the widths are marked by the shaded boxes.

The corresponding energies and statistical uncertainties of predicted states are listed in Table 4.5. As one can see, the optimized interaction

---

Table 4.4: Strengths \(V_{\eta}^{ST}\) of the two-body interaction optimized in this work. The statistical uncertainties are given in parentheses.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{c}^{01}) (MeV)</td>
<td>-9.425 (70)</td>
</tr>
<tr>
<td>(V_{c}^{10}) (MeV)</td>
<td>-8.309 (90)</td>
</tr>
<tr>
<td>(V_{c}^{00}) (MeV)</td>
<td>-8.895 (1130)</td>
</tr>
<tr>
<td>(V_{T}^{10}) (MeV·fm(^{-2}))</td>
<td>-22.418 (970)</td>
</tr>
</tbody>
</table>
Figure 4.1: Energies for states of Li isotopes with respect to $^4$He. Red lines denote GSM results and the black lines mark experimental values. The shaded area represents the width of the corresponding resonance. States used for optimization are marked with a ★, their energies are listed in Tables 4.1 and 4.5.
not only allows for a good reproduction of experimental energies for the fifteen selected states but also gives satisfactory results for excited states not included in the fit. For instance, the calculated $3^+$ state in $^6\text{Li}$ at $-1.57$ MeV is only 60 keV below the experimental energy. The experimental widths for the second $5/2^-$ state in $^7\text{Li}$ (89 keV) and $5/2^-$ state in $^9\text{Li}$ (88 keV) are very reasonable: the calculated values are 22 and 62 keV, respectively.

The $5/2^-$ and $7/2^-$ excited states in $^7\text{Be}$ are slightly ($>300$ keV) above the corresponding experimental values, whereas the position of the $3^+$ state in $^8\text{B}$ and $5/2^-$ state in $^9\text{C}$ are well reproduced. It is also worth to mention that the second excited state $5/2^-$ of $^9\text{C}$ is in good consistency with the $R$-matrix analysis and continuum shell model calculations in Ref. [138]. The calculated width for $5/2^-$ state is 340 keV and very close to the value $673 \pm 50$ keV extracted from experiment [139].

Table 4.5: Energy levels for states not entering the optimization. The experimental values $E_{\text{exp}}$ are taken from Ref. [7]. The GSM values $E_{\text{GSM}}$ are shown with the uncertainties in parentheses.

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>State</th>
<th>$E_{\text{exp}}$ (MeV)</th>
<th>$E_{\text{GSM}}$ (MeV)</th>
<th>Nucleus</th>
<th>State</th>
<th>$E_{\text{exp}}$ (MeV)</th>
<th>$E_{\text{GSM}}$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^6\text{Li}$</td>
<td>$3^+$</td>
<td>-1.51</td>
<td>-1.57(2)</td>
<td>$^7\text{Be}$</td>
<td>$7/2^-$</td>
<td>-4.73</td>
<td>-4.47(2)</td>
</tr>
<tr>
<td>$^7\text{Li}$</td>
<td>$7/2^-$</td>
<td>-6.3</td>
<td>-6.04(2)</td>
<td>$^8\text{B}$</td>
<td>$3^+$</td>
<td>-7.12</td>
<td>-7.11(2)</td>
</tr>
<tr>
<td>$^8\text{Li}$</td>
<td>$3^+$</td>
<td>-10.73</td>
<td>-10.59(2)</td>
<td>$^9\text{C}$</td>
<td>$5/2^-$</td>
<td>-7.14</td>
<td>-7.12(5)</td>
</tr>
<tr>
<td>$^9\text{Li}$</td>
<td>$5/2^-$</td>
<td>-12.75</td>
<td>-12.64(2)</td>
<td>$^{10}\text{C}$</td>
<td>$1^-$</td>
<td>-8.84</td>
<td>-8.93(6)</td>
</tr>
<tr>
<td>$^{10}\text{Li}$</td>
<td>$2^+$</td>
<td>-16.78</td>
<td>-16.55(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1^+$</td>
<td>-16.54</td>
<td>-16.22(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In general, we do not expect the same quality of data reproduction for all excited states due to the fact that the higher partial waves with
\begin{table}
\centering
\begin{tabular}{llll}
\hline
Nucleus & State & \(R_p/R_n\) (fm) & Nucleus & State & \(R_p/R_n\) (fm) \\
\hline
\(^6\text{Li}\) & \(1^+\) & 2.22/2.21 & \(^7\text{Li}\) & \(3/2^-\) & 2.12/2.28 \\
\(^7\text{Be}\) & \(3/2^-\) & 2.26/2.09 & \(^8\text{Li}\) & \(2^+\) & 2.12/2.48 \\
\(^8\text{B}\) & \(2^+\) & 2.57/2.14 & \(^9\text{Li}\) & \(3/2^-\) & 2.12/2.53 \\
\(^9\text{C}\) & \(3/2^-\) & 2.62/2.09 & \(^{11}\text{Li}\) & \(3/2^-\) & 2.12/2.81 \\
\hline
\end{tabular}
\caption{Root-mean-square proton (R\(_p\)) and neutron (R\(_n\)) radii of \(^6\text{Li},\ ^7\text{Li}/^{7}\text{Be},\ ^8\text{Li}/^{8}\text{B},\ ^9\text{Li}/^{9}\text{C},\ \text{and}^{11}\text{Li}\) (in fm).}
\end{table}

\(\ell \geq 2\), which may contribute to the wave functions of those states, are not included in the model space. The estimated statistical uncertainties on the predicted energies are small: in most cases they are in the range of 20 – 60 keV.

\subsection{4.3.4 Root-mean-square radius}

One of the key features to identify halo nucleus is the rms radius. To give an estimation, Table 4.6 shows rms proton/neutron radius for lithium isotopes and their mirror partners [140]:

\[ < r^2 > = \frac{2}{N_{\text{val}} + 2} < r^2_{\text{core}} > + \frac{N_{\text{val}}}{N_{\text{val}} + 2} < r^2_{i} >, \] (4.11)

where the first and second term corresponds to the contribution from both the core and valence particles, respectively, with \(N_{\text{val}}\) being the number of valence protons/neutrons. The experimental value of 1.67 fm is used for the rms radius of both proton and neutron in the \(^4\text{He}\) core [141]. Valence protons and neutrons are treated as point-like particles, whose sizes are not taken into account.

Since the corrections, such as spin-orbit effects and core swelling [140],
are not included in our calculation, we do not intend to compare our results
directly against to the experimental charge radii.

By comparing with other lithium isotopes, a dramatical increase of
the rms neutron radius of $^{11}\text{Li}$ can be seen from Table 4.6, which indeed
indicates the halo structure in $^{11}\text{Li}$. Since all considered Li isotopes have
only one well-bound valence proton, the proton radii are almost constant
for each Li isotopes.

As to the proton-rich side, a sharp increment can be seen clearly for
the rms proton radii for $^{8}\text{B}$ and $^{9}\text{C}$ as compared to those of $^{6}\text{Li}$ and $^{7}\text{Be}$, suggesting that both $^{8}\text{B}$ and $^{9}\text{C}$ are indeed good candidates for proton halo
nuclei due to their weakly bound properties [142, 143, 144].

4.3.5 Prediction for unbound nuclei: $^{10}\text{Li}$, $^{10}\text{N}$ and $^{11}\text{O}$

$^{10}\text{Li}$

Several experiments [43, 44, 45, 46] and theoretical calculations [145, 88]
have indicated that the structure of the g.s. in $^{10}\text{Li}$ may correspond to a
neutron in a virtual $\ell = 0$ state above a $^{9}\text{Li}$ core. However, the presence of
such a virtual state near the threshold has not been confirmed in a recent
experiment [146] with higher statistics, see the theoretical analysis [147,
148]. This indicates that the situation in $^{10}\text{Li}$ is still not well understood.

We wish to note, however, that a virtual state in $^{10}\text{Li}$ cannot be as-
associated with an energy level of the system; the appearance of such a
state in the complex-momentum plane manifests itself through a low-
energy enhancement of the $n+^{9}\text{Li}$ cross-section. For that reason, we lim-
Figure 4.2: Similar to Fig. 4.1 for results of mirror nuclei of Li isotopes. Experimental energy of the $5/2^-$ resonance in $^9\text{C}$ was taken from Ref. [5] and the data for $^{11}\text{O}$ is from Ref. [6].
ited our calculations to resonant states in $^{10}$Li that can be interpreted as experimentally-observable resonances.

The computed $2^+$ g.s. and first excited state $1^+$ of $^{10}$Li lie at 0.35 and 0.68 MeV above the n+$^9$Li threshold, respectively. The next excited states are the degenerate $1^-$ and $2^-$ states at 1.05 MeV. Due to the strong coupling to the continuum in these states, using the WS potential of the GSM Hamiltonian to generate the basis would make the numerical computation unstable. To achieve the numerical stability, the computations were performed by a deeper WS potential. We have checked that our predicted energies do not depend on the choice of the WS used for the construction of the basis: in all cases considered, the variation of the energy did not exceed 1 keV. On the other hand, the computed width associated with the states is of the order of a few hundred keV and consequently not stable. For that reason, we do not show them in Fig. 4.1.

To shed light on the structure of $^{10}$Li, Table 4.7 lists the squared amplitudes of the dominant neutron configurations for the four low-lying states of $^{10}$Li. The positive parity states are primarily made from the $0p_{3/2}$ and $0p_{1/2}$ resonant shells. The negative parity states contain one neutron in the $1s_{1/2}$ shell. The contribution from the non-resonant continuum space to the low-lying states is very small.

Experimentally, Ref. [149] observed two positive-parity states at 0.24 MeV and 0.53 MeV above the n+$^9$Li threshold [149], with the lower state assigned to be $1^+$. This spin assignment contradicts the results in Ref. [150] where the lowest positive parity state was assigned to be a $2^+$, see the
Table 4.7: Squared amplitudes of dominant configuration of valence neutrons and protons for low-lying levels of $^{10}$Li and $^{10}$N, respectively. The odd proton in $^{10}$Li and the odd neutron in $^{10}$N occupy the $0p_{3/2}$ Gamow state. The tilde sign labels non-resonant continuum components.

<table>
<thead>
<tr>
<th>configuration</th>
<th>$^{10}$Li</th>
<th>$^{10}$N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$2^+$</td>
<td>$1^+$</td>
</tr>
<tr>
<td>$(0p_{3/2})^4(0p_{1/2})^1$</td>
<td>0.84</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>0.81</td>
<td>0.78</td>
</tr>
<tr>
<td>$(0p_{3/2})^3(0p_{1/2})^2$</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>$1^-$</td>
<td>$2^-$</td>
</tr>
<tr>
<td>$(0p_{3/2})^4(1s_{1/2})^1$</td>
<td>0.72</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>0.44</td>
<td>0.37</td>
</tr>
<tr>
<td>$(0p_{3/2})^4(s_{1/2})^1$</td>
<td></td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.35</td>
</tr>
<tr>
<td>$(0p_{3/2})^3(0p_{1/2})^1(1s_{1/2})^1$</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>$(0p_{3/2})^3(0p_{1/2})^1(s_{1/2})^1$</td>
<td></td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.07</td>
</tr>
<tr>
<td>$(0p_{3/2})^2(0p_{1/2})^2(1s_{1/2})^1$</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>$(0p_{3/2})^2(0p_{1/2})^2(s_{1/2})^1$</td>
<td></td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.03</td>
</tr>
</tbody>
</table>

Inset in Fig. 4.1. In our prediction, the computed position of $1^-$, $2^-$ are in agreement with the observation of a negative-parity state at 1.05 MeV from Ref. [146].

Unbound $^{10}$N

$^{10}$N is the unbound mirror partner of $^{10}$Li, lying beyond proton dripline. The spectrum of $^{10}$N is not experimentally known with certainty. In Fig. 4.2, we show the tentative level assignments used in Ref. [7]. According to Refs. [151, 152], the g.s. of $^{10}$N is most likely a $1^-$ state in the energy range from 1.81 to 1.94 MeV. In a more recent work [153], they observed two low-lying negative-parity states but they were not able to assign $J^\pi$ values.
Due to the presence of the Coulomb barrier, the $1s_{1/2}$ single-proton state is a broad resonance rather than a virtual state [6, 154]. To capture this state, a complex contour is used with $k_{\text{peak}} = (0.25, -0.05) \text{ fm}^{-1}$. Our calculations for $^{10}\text{N}$ predict the g.s. to be a $1^-$ state with $(E, \Gamma) = (-8.93, 0.9) \text{ MeV}$ that lies 1.92 MeV above the $1p$ threshold. The first excited state is predicted to be a $2^-$ state with $\Gamma = 0.3 \text{ MeV}$ slightly below the value quoted in Ref. [153]. This result is consistent with the recent Gamow coupled-channel analysis of Ref. [154]. We also predict an excited $1^+$ state with $\Gamma = 0.3 \text{ MeV}$, lying 2.9 MeV above the $^9\text{C}+p$ threshold, which is consistent with Refs. [155, 156, 157]. A second positive-parity state with $J^\pi = 2^+$ is also predicted at 0.81 MeV with a width of 0.36 MeV.

Table 4.7 shows the squared amplitudes of the dominant proton configurations for the four low-lying states of $^{10}\text{N}$. Similar to $^{10}\text{Li}$, the positive parity states are primarily made from the $0p_{3/2}$ and $0p_{1/2}$ resonant shells. The dominant configurations of negative parity states contain one $\ell = 0$ proton, which can either be in the $1s_{1/2}$ shell or in a non-resonant continuum state.

**Unbound $^{11}\text{O}$**

$^{11}\text{O}$ is a $2p$-emitter as the mirror partner of the $2n$-halo nucleus $^{11}\text{Li}$. With one more proton above $^{10}\text{N}$, $^{11}\text{O}$ is more unbound, which makes it more challenging to study experimentally. The first observation of $^{11}\text{O}$ was done recently with two-neutron knockout reactions of $^{13}\text{O}$ beams at NSCL [6]. A broad peak with a width of 3.4 MeV was observed which was interpreted in terms of four overlapping resonances: $J^\pi = 3/2^-, 3/2^-, 5/2^+, 5/2^+$ [6, 60]
The $3/2^-_1$ and $5/2^+_1$ states are 4.16 MeV and 4.65 MeV above $^9$C+2p threshold and the widths are 1.3 MeV and 1.06 MeV respectively.

In this work, we predicted the g.s. $3/2^-_1$ at 4.85 MeV with a width of 0.13 MeV and a first excited state $5/2^+_1$ at 5.03 MeV with the width of about 1 MeV. These predictions are consistent with the Gamow coupled-channel calculations of Refs. [6, 154].

### 4.3.6 Continuum effects on the Thomas-Ehrman shift

The Thomas-Ehrman shift [107, 108] reflects the energy shift between the mirror pair of nuclei primarily due to the Coulomb repulsion. To study the effect of particle continuum due to different positions of particle thresholds in mirror partners, we compared the level schemes of Li isotopes and their mirror partners with mass number $A = 7, 8, 9, 10$, from well-bound states to unbound resonances high above the threshold. Results are shown in Fig. 4.3. Within each pair, the ground states agree.

This agreement holds for excited states as long as both are bound, as can be seen for the $3/2^-_1$, $1/2^-_1$ and $7/2^-_1$ states of $A = 7$ nuclei in Fig. 4.3(a). Moving up to higher energy, the $5/2^-_1$ state of $^7$Li and $^7$Be are both above the one-nucleon emission threshold. The $5/2^-_1$ level of proton-rich nuclei $^7$Be is lower than that of the neutron-rich partner $^7$Li.

A similar trend can also be seen in results for the $^8$Li/$^8$B and $^9$Li/$^9$C pairs in Fig. 4.3(b,c). As discussed in Sec. 4.3.4, $^8$B and $^9$C are both likely to be halo nuclei having large spatial extensions.

The $^{10}$Li/$^{10}$N pair is the most interesting one as both nuclei lie above
Figure 4.3: Spectrum for Li isotopes and their mirror partner with mass (a) $A = 7$, (b) $A = 8$, (c) $A = 9$, (d) $A = 10$. Within each pair, the spectrum of Li isotope and its mirror are plotted within the same scale and different range. The plots are shifted so that the g.s. of each pair align with each other. The one-proton/neutron emission thresholds are also marked within each plot.
the particle threshold. As seen in Table 4.7, the effect of the very low
\(^9\text{C} + p\) threshold in \(^{10}\text{N}\) on the negative-parity states \(1^-\) and \(2^-\) containing
the s-wave proton is huge: it results in a rather dramatic shift of both
negative parity states when going from \(^{10}\text{Li}\) to \(^{10}\text{N}\) that gives rise to a
different structure of low-lying resonances in these nuclei.
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Conclusion and Outlook

This thesis is devoted to the study of OQSs with the complex-energy methods and proper description of continuum coupling. By studying both atomic anions and lithium isotopes (including their mirror partners), this work addresses important problems in the field of OQSs in atomic physics and nuclear physics.

In the atomic domain, quadrupolar anions and anions bounded by the multipolar Gaussian potentials were simulated using the complex-energy electron-plus-molecule model. The coupling between the rotational motion of the molecule and the valence electron near the dissociation threshold has been studied. By analyzing the rotational bands extended above the dissociation threshold, we predicted that spatial charge distribution does not affect the coupling between the molecule’s rotational motion and electron’s motion.

As for anions bounded by multipolar Gaussian potential, effects of the low-\(\ell\) channels on the trajectory of resonant states in the complex-momentum plane are revealed. By increasing potential strength, a reso-
nance with a moderate contribution from s-wave can become a subthreshold resonance, and then an antibound state that eventually becomes a bound state. This demonstrates that antibound states and subthreshold resonances, which can not be observed in experiments, can profoundly affect the structure of OQSs.

In the nuclear physics area, the properties of lithium isotopes and their mirror partners have been studied with an optimized FHT interaction. This interaction has been developed by fitting energies to fifteen well-established states of lithium isotopes and their mirror partners, with an rms deviation from experiments of 160 keV. Statistical analysis of the interaction parameters indicates the statistical uncertainty less than 12%. Calculations for other excited states demonstrate the good predictive power of the new interaction. Predictions have been made for the spectra of very exotic nuclei $^{10}\text{Li}$, $^{10}\text{N}$ and $^{11}\text{O}$. A very large Thomas-Ehrmann effect has been predicted for $^{10}\text{Li}/^{10}\text{N}$ pair.

In summary, in this work I applied the complex-energy method to study OQSs, from the simple one-body system (atomic anions) to the complicated many-body systems (lithium isotopes and their mirror partners). We intend to extend this work to other isotopic chains such as boron and beryllium isotopes. Other anticipated applications include two-nucleon radioactivity, clustering and isospin violation in dripline nuclei.
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