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Quantum critical temperature of a modulated oscillator
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We show that the rate of switching between the vibrational states of a modulated nonlinear oscillator is charac-
terized by a quantum critical temperature Tc1 ∝ h̄2. Above Tc1 there emerges a quantum crossover region where
the switching rate displays a steep and characteristic temperature dependence, followed by a qualitatively different
temperature dependence for higher T . In contrast to the crossover between tunneling and thermal activation in
equilibrium systems, here the crossover occurs between different regimes of switching activated by quantum
fluctuations. The results go beyond the standard real-time instanton technique of the large-deviation theory.
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I. INTRODUCTION

A modulated nonlinear oscillator models many well-
controlled systems currently studied in cavity and circuit
quantum electrodynamics, nanomechanics, and other areas [1].
This makes the oscillator advantageous for exploring quantum
physics far from thermal equilibrium. Of fairly general interest
in this respect are large rare quantum fluctuations that lead to
switching between coexisting stable vibrational states (SVSs)
and the occurrence of switching mechanisms that have no
analog in equilibrium systems. The switching is important
also for applications in quantum information [2–9]. For a
resonantly modulated oscillator, a major quantum mechanism
of switching is quantum activation [10,11]: transitions over an
effective barrier due to diffusion over oscillator eigenstates. It
recalls thermal activation [12], except that the diffusion is due
to quantum fluctuations that come along with the oscillator
relaxation, with h̄ playing the role of temperature in thermal
activation. Quantum activation was first seen in the experiment
reported in [2].

A well-known effect in switching of thermal equilibrium
systems is the crossover from quantum tunneling to overbarrier
transitions, which occurs for kBT = h̄ωch, where ωch is
a characteristic system frequency [13,14]. In contrast, and
surprisingly, the switching rates of a modulated oscillator Wsw

calculated in the WKB-type approximation for T = 0 [15]
and T > 0 can differ exponentially strongly even where in the
T > 0 region the appropriately scaled ratio T/h̄ → 0 [10,11].
Both for T = 0 and T > 0 switching occurs via transitions
over an effective barrier rather than tunneling, but for T > 0
the system lacks detailed balance.

In this paper we study the low-temperature behavior of the
oscillator switching rate Wsw and the crossover between the
switching with and without detailed balance. The crossover
has pronounced characteristic features accessible to direct
experimental observation with the currently available systems.
The conventional WKB-type approximation of the theory of
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rare events, the real-time instanton technique [16,17], does not
apply in the crossover region, since the tail of the probability
distribution has different decay lengths on the opposite sides
of this region (both of them temperature independent). Our
approach overcomes this problem. It bears also on rare events
in chemical kinetics and population dynamics, where similar
crossovers may occur [18].

Quantum states of a periodically modulated oscillator
are the quasienergy (Floquet) states [19]. Coupling of the
oscillator to a thermal reservoir leads to transitions between
them and thus to oscillator relaxation toward SVSs. In a
simple picture relaxation comes from emission of excita-
tions of the bath, for example, photons with energy ≈h̄ω0,
where ω0 is the oscillator eigenfrequency. The relaxation
is accompanied by noise, because photons are emitted at
random. The noise leads to oscillator fluctuations and diffusion
away from SVSs. For T > 0, along with the noise from
photon emission, there is noise from photon absorption.
Its intensity is proportional to the oscillator Planck number
n̄ = [exp(h̄ω0/kBT ) − 1]−1.

An insight into the oscillator dynamics can be gained
from Fig. 1. It shows the scaled Hamiltonian g(Q,P ) of a
nonlinear oscillator modulated at frequency ωF ≈ ω0. It is
obtained in the rotating-wave approximation (RWA) from the
full Hamiltonian H0 = 1

2p2 + 1
2ω2

0q
2 + 1

4γ q4 − Aq cos(ωF t)
by changing to the rotating frame using the transformation
U (t) = exp(−iωF a†at). Here (q,p) and (Q,P ) are the oscil-
lator coordinates and momenta in the laboratory and rotating
frame, respectively, and a† and a are the raising and lowering
operators (cf. [3,4,10]),

g(Q,P ) = 1
4 (Q2 + P 2 − 1)2 − β1/2Q, [Q,P ] = iλ; (1)

β = 3|γ |A2/32ω3
F |ωF − ω0|3 is the scaled field inten-

sity and λ = 3h̄γ /8ω2
F (ωF − ω0) is the scaled Planck

constant.
The extrema of g(Q,P ) correspond to the SVSs in the

weak-damping limit. Quasienergy states localized about an
extremum are analogous to intrawell quantum states of a
particle in a static potential. We count them off from the
corresponding extremum.
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FIG. 1. (Color online) (a) The scaled Hamiltonian g(Q,P ) of the
resonantly driven nonlinear oscillator; Q and P are the dimensionless
coordinate and momentum in the rotating frame. In the presence of
weak dissipation, the local maximum and minimum of g correspond
to the small- and large-amplitude stable vibrational states. The scaled
field intensity is β = 0.02. (b) The cross section g(Q,0); the solid
lines show the quasienergy states localized about the local maximum
gSVS for λ = 0.015. Their scaled quasienergies gn lie between gSVS

and the value of g(Q,P ) at the saddle point, gS .

II. BALANCE EQUATION AND THE
EIKONAL APPROXIMATION

For weak damping, the state populations ρn are given by a
balance equation. In slow time τ = |ωF − ω0|t

ρ̇n ≡ dρn/dτ =
∑
m

(Wmnρm − Wnmρn). (2)

We are interested in solving this equation in the WKB limit
λ � 1 where the number of localized states M ∼ 1/λ ∝ 1/h̄

is large. In this limit Eq. (2) is similar to the balance equations
studied in chemical kinetics and population dynamics, with
M playing the role of the number of molecules or the total
population [17]. On times large compared to the oscillator
relaxation time but small compared to the reciprocal switching
rate, the distribution ρn becomes quasistationary. It can be
sought in the eikonal form

ρn = exp(−Rn/λ), Rn ≡ R(gn); λ � 1. (3)

Here gn is the eigenvalue of g in quantum state n, i.e., the scaled
quasienergy of state n. The dimensionless rate of switching
from the initially occupied SVS Wsw is determined by the
population of states with quasienergies gn close to the saddle-
point quasienergy gS in Fig. 1 [12],

Wsw ∼ κ exp(−RA/λ), RA = R(gS ), (4)

where κ is the oscillator decay rate scaled by |ωF − ω0|.
The central approximation of the real-time instanton ap-

proach is that in Eq. (3) Rn smoothly varies with n, so that
|Rn+m − Rn| ≈ m∂nRn for |m| � 1/λ, with |∂nRn| ∝ λ � 1.
This approximation can break down in a nontrivial way, and
in what follows we show how to find ρn where this happens.

The dimensionless transition rates Wmn for |m − n| � 1/λ

for a modulated oscillator were calculated earlier [10] and are
given for completeness in Appendix A. Oscillator relaxation
corresponds to transitions toward the SVS and is described
by rates Wmn with m > n. Transitions with m < n lead to
diffusion away from the SVS.

The rates Wmn = W (e)
mn + W (abs)

mn have two terms, which
come from emission and absorption of bath excitations,

FIG. 2. (Color online) (a) The steepness of the distri-
bution eikonal |∂gR| calculated numerically as (∂gR)gn

=
ν(gn)−1 ln(ρn/ρn−1). The results refer to the temperatures marked
on the right panel by the corresponding symbols; β = 0.0448 and
λ = 0.0053 (for such parameters, the number of states localized about
the small-amplitude SVS is M = 20). The solid and dashed lines
show |∂gR| for n̄ = 0 and n̄ → 0 but T > Tc2, respectively. (b) The
activation exponent RA calculated numerically from Eq. (2) (solid
curve) and the derivative dRA/λdT −1 ≈ −d ln Wst/dT −1 (dashed
curve). The units on the right axis are kelvins.

respectively; W (abs)
mn ∝ n̄. Both terms exponentially decay

with increasing |n − m|. However, the decay of W (abs)
mn with

increasing n − m > 0 is slower, as can be seen from Eqs. (A2)
and (A3). It is this difference that is at the root of the discussed
behavior.

The ratio of the emission-induced rates is

W
(e)
n n+k

/
W

(e)
n+k n = exp(−k/ξn) (ξn > 0) (5)

for |k| � 1/λ. The decay length ξn ≡ ξ (gn) smoothly varies
with n. It is expressed in terms of the parameters of the classical
orbits Q(τ ; g) of a system with Hamiltonian g(Q,P ): ξ (g) =
{2ν(g)Im[τ (2)

p (g) − 2τ∗(g)]}−1. Here, ν(g) is the vibration
frequency of the system, τ∗(g) is the time it takes for Q to
go to infinity, and τ (2)

p (g) is the complex period [the orbits
Q(τ ; g) are double periodic; the real period is 2π/ν(g)].

From Eqs. (2) and (5), for T = 0 we obtain for the
quasistationary distribution ρ(0)

n and the eikonal R(0)
n

ρ
(0)
n+k

/
ρ(0)

n = exp(−k/ξn), ∂nR
(0)
n = λ/ξn. (6)

The function ∂gn
R(0)(gn) ≡ ∂nR

(0)
n /∂ngn is shown in Fig. 2.

One can associate ∂gR
(0)/λ with the effective reciprocal tem-

perature of the quasienergy distribution; this temperature itself
depends on the quasienergy, ρ(0)

n ∝ exp[− ∫ gn dg∂gR
(0)(g)/λ].

Absorption-induced transitions between the oscillator
states perturb the T = 0 distribution. Because of the com-
paratively slow decay of W (abs)

mn with n − m for n > m, the
major perturbation comes from the absorption-induced influx
from more populated states, which are closer to the extremum
of g(Q,P ). For a state n, from Eq. (2) this influx scaled by the
T = 0 rate of leaving the state W (e)

n ρn (W (e)
n = ∑

m W (e)
nm) is

κn =
∑
m<n

wmn

/
W (e)

n , wmn = W (abs)
mn ρm/ρn. (7)

To the leading order in n̄, in Eq. (7) κn → κ
(0)
n ,

wmn → w(0)
mn, where the zeroth-order scaled influx w(0)

mn =
W (abs)

mn ρ(0)
m /ρ(0)

n . If the rates W
(abs)
n−k n decay with increasing k

more slowly than exp(−k/ξn), the parameters w
(0)
n−k n increase

with increasing k. This leads to nonlocality: the relative influx
(7) is dominated by remote states m with n − m 	 1. In
contrast, because of the lack of detailed balance, the flux from
a state n is still dominated by emission-induced processes,
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∑
m Wnm ≈ W (e)

n . Therefore in the limit λ → 0, where the
number of localized states M → ∞, the perturbation theory
diverges.

III. BEYOND THE CONVENTIONAL
LARGE-DEVIATION THEORY

In what follows we solve the balance equation in the
parameter range where the zeroth-order scaled influx w(0)

mn

increases with n − m. Our method is fairly general and it shows
how one can go beyond the conventional large-deviation theory
when the perturbation is singular. For concreteness, we analyze
the distribution about the small-amplitude SVS, i.e., about the
local maximum of g(Q,P ) in Fig. 1, which is of primary
interest for the experiment; cf. [2,5]. Since of importance are
n − m ∼ 1/λ 	 1, it is necessary first to find the transition
rates Wmn for large n − m, where they are exponentially small.
This can be done in the WKB approximation by extending the
conformal mapping technique [20]. The calculation gives both
the exponent and the prefactor in Wmn; see Appendix B.

The explicit expressions for ξn and Wnm show that

w(0)
mn ∝ n̄λ−3 exp

[
λ−1

∫ gm

gn

dgf (g)

]

[for states localized about the local maximum of g(Q,P ), gn <

gm for n > m]. The function f (g) = 2Im[τ (2)
p (g) − 3τ∗(g)]

monotonically decreases with increasing g and goes through
0 for g = ge; in our model ge = 1/4 independent of the scaled
field intensity β in Eq. (1). Therefore w(0)

mn displays a sharp
maximum as a function of m for gm closest to ge. Calculating∑

m w(0)
mn by the steepest-descent method, we obtain from

Eq. (7)

κ
(0)
n = Cnn̄λ−5/2 exp

[
λ−1

∫ ge

gn

f(g′)dg′
]

; (8)

here, Cn ∝ (ge − gn)2 is independent of λ and T [see Eq. (C2)].
The condition κ

(0)
n ∼ 1 (more precisely, |κ(0)

n − 1| is
minimal) defines the characteristic level number nκ and
quasienergy gnκ

≡ gκ(T ) for given T as well as the char-
acteristic temperature Tκ(gn) for given gn where the T = 0
expression for the distribution (6) ceases to apply.

To allow for the thermally induced modification of the
probability distribution we seek it in the form (3) with
Rn = R(0)

n + 
n. This is not a perturbative solution; we do
not assume that |
n| is small or smoothly varying with n. As
we will see, |
n| remains small in a part of the distribution and
is large but smooth as a function of n in another part. In these
parts Rn is thus smooth, too. It is of critical importance that the
transition between the corresponding regions of n occurs in a
narrow range, and in this range Rn steeply changes with n, in
contrast to the conventional assumption of the large-deviation
theory.

For small n̄ we need to consider the absorption-induced
transitions to a given state n only from states m with m <

n. Then the balance equation in the quasistationary regime
reads ∑

m

(
W (e)

nm

/
W (e)

n

)
e(
n−
m)/λ − 1 = −κn. (9)

From Eq. (7), κn ≡ ∑
m<n w(0)

mn exp[(
n − 
m)/λ]/W (e)
n .

We start with the distribution for states n comparatively
close to the extremum of g, nκ − n 	 1. For such n we expect
the correction to ρn to be small. Respectively, in Eq. (9) we
replace κn with κ

(0)
n and expand the left-hand side to first order

in 
n,
m, which gives


n = −λκ
(0)
n /an. (10)

The parameter an > 0 is given in Eq. (C3); an ∼ 1 and is
independent of λ. From Eqs. (8) and (10), |
n| is exponentially
small for large nκ − n but increases with n exponentially
fast.

For states with n > nκ , the absorption-induced influx into
a state is no longer small and must be balanced by emission-
induced transitions from the state, which means κn ∼ 1. It is
convenient to split the sum over m in κn in Eq. (7) into a
sum from n − 1 to nκ − δn and a sum over m < nκ − δn,
where 1 � δn � 1/λ. We denote these sums as κ

′
n and κ

′′
n ,

respectively. In calculating κ
′′
n , in the sum over m one can

approximate ρm by ρ(0)
m , since the correction 
m, Eq. (10), is

exponentially small for nκ − m 	 1. Taking into account the
exponential dependence of w(0)

mn on m and n, one can see that
the leading contribution to κ

′′
n comes from transitions from

remote states with gm ≈ ge,

κ
′
n =

n−1∑
m=nκ−δn

(
w(0)

mn

/
W (e)

n

)
e(
n−
m)/λ,

(11)
κ

′′
n ≈ κ

(0)
n ρ(0)

n /ρn.

We first consider the temperature range where n̄ � λ3,
which includes the limit T → 0. Here, as seen from Eq. (12)
below, we can disregard the term κ

′
n in κn. Then from Eqs. (8),

(9), and (11) and from the condition κ
(0)
nκ

∼ 1 we obtain


n ≈ −
∫ gκ

gn

dgf (g), n − nκ 	 1. (12)

In contrast to the exponentially steep n dependence of 
n for
n < nκ in Eq. (10), 
n of the form (12) smoothly depends on
n. Corrections to Eq. (12) come from the approximations made
in Eqs. (8) and (11) and the dependence on n of the left-hand
side of Eq. (9). They are ∼λ. From the expression for w(0)

mn and
Eq. (11), for 
n of the form (12) κ

′
n � n̄/λ3 � κ

′′
n .

For λ3/2 	 n̄ 	 λ3, on the other hand, transitions to states
with n − nκ 	 n̄1/3 are balanced locally and κ

′
n 	 κ

′′
n . The

analysis of this case is similar, and the leading term in 
n

is still given by Eq. (12), but 
n has an important correction
∼ n̄1/3; see Appendix C.

The boundary layer between the solutions (10) and (12) is
centered at nκ and has width |n − nκ| ∼ 1. Inside the layer
|
n| ∼ λ is given by the full equation (9).

Equations (6) and (12) give the eikonal of the probability
distribution in the explicit form, with Rn ≈ R(0)

n for nκ − n 	
1 and Rn ≡ R(T )

n ≈ R(0)
n + 
n, where 
n is of the form (12)

for n − nκ 	 1. For |n − nκ| 	 1 the derivative ∂nRn is
smooth. In the region |n − nκ| ∼ 1 it displays a kink. It
sharply drops with increasing n from λ/ξn for nκ − n 	 1
to λ[ξ−1

n − νnf (gn)] for n − nκ 	 1. The kink is seen in the
numerical data in Fig. 2(a).
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IV. CONCLUSIONS

The kink of the exponent of the probability distribu-
tion, i.e., of ln(ρn/ρn−1), is a singular modification of the
distribution compared to the prediction of the conventional
real-time instanton approach. Remarkably, it emerges where
the perturbation formally remains small compared to the WKB
parameter. In the present case, the corresponding condition is
n̄ � λ ∝ h̄. One might hypothesize that this is a generic feature
of the breakdown of the real-time instanton approach.

In the underdamped modulated oscillator, with increasing T

the kink emerges at the critical temperature Tc1 = Tκ(gS ). This
is because κ

(0)
n as given by Eq. (8) monotonically increases

with n, and therefore the condition κ
(0)
n ≈ 1 is first met with

increasing T at the saddle point, gn ≈ gS , where n is maximal.
From Eq. (8)

Tc1 = h̄ω0λ

/∫ ge

gS

dgf (g) ∝ h̄2.

For T < Tc1 the distribution ρn and the switching rate Wsw are
well described by the T = 0 expressions.

For T > Tc1, the kink of ∂nRn moves with the increasing T

from gn ≈ gS to gn ≈ ge. From Eq. (8), it approaches ge and
disappears for n̄ ∼ λ3/2 or T ∼ Tc2 = h̄ω0/kB | ln λ|, still deep
in the quantum domain, Tc2 ∝ h̄/| ln h̄|. For Tc1 < T < Tc2 the
effective switching activation energy RA ≈ λ| ln Wsw| is

RA ≈
∫ gκ

gSVS

dg∂gR
(0)(g) +

∫ gS

gκ

dg∂gR
(T )(g) (13)

[gSVS is the quasienergy of the occupied SVS; from Eq. (12),
∂gR

(T ) = ∂gR
(0) + f (g)]. It depends on T through gκ and, for

n̄ 	 λ3, through R(T ).
From Eq. (8),

d ln Wsw/dT −1 ≈ −(h̄ω0/kB) for n̄ � λ3,

i.e., the slope of the logarithm of the switching rate displays
a plateau with height independent of the modulation. This
unexpected behavior emerges because remote quasienergy
states are populated nonlocally, through the influx directly
from the states close to the SVS, with transition rates ∝n̄. It is
confirmed by numerical simulations; see Fig. 2.

The plateau of d ln Wsw/dT −1 appears even in the ultra-
quantum regime, where only a few states are localized about
the extremum of g(Q,P ). Here, too, the population of excited
localized states is determined by absorption-induced transi-
tions from the vicinity of the SVS with rates ∝n̄. This regime
may be easier to access in the experiment, as the switching rates
are larger. We take as an example a Josephson resonator with
eigenfrequency ω0 = 2π × 6.5 GHz, one-photon resonance
shift V = −3h̄γ /4ω2

0 = 2π × 8 MHz, relaxation rate � =
2π × 2 MHz, and dimensionless parameters λ = 0.102 and
β = 1/300 [Rabi frequency A(2h̄ωF )−1/2 ≈ 2π × 10 MHz,
detuning ωF − ω0 = −2π × 39 MHz, and the number of
localized states M = 4]. Then Wsw ≈ 10−2 Hz for T < Tc1 ≈
20 mK whereas Wsw ≈ 4 Hz at the end of the plateau for
T ≈ 40 mK. With parameters leading to larger λ one can
access larger switching rates.

In conclusion, we have studied the probability distribution
and switching of a resonantly modulated nonlinear quantum
oscillator. We find a region of quantum crossover of the

switching rate, which lies between the critical temperatures
Tc1 ∝ h̄2 and Tc2 ∝ h̄/| ln h̄|. In this region the slope of the
logarithm of the oscillator distribution over quasienergy states,
which is the analog of the effective reciprocal temperature
for this distribution, displays a kink. The slope changes from
the T = 0 value, where the dissipation-induced interstate
transitions are balanced within a few nearest states, to the value
where long-range transitions are important. As a consequence,
in the deeply quantum regime the temperature dependence of
the oscillator switching rate mimics the activation law with the
activation energy h̄ω0 independent of the modulation strength.
The results bear on the current experiments on nonlinear cavity
modes and modulated Josephson junctions.
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APPENDIX A: MATRIX ELEMENTS BETWEEN CLOSE
QUASIENERGY STATES

For completeness, we first give the rates of transitions
between close eigenstates of the oscillator Hamiltonian in
the rotating frame g(Q, − iλ∂Q), which is defined in Eq. (1)
(see [10,11]). The function g(Q,P ) has the shape of a tilted
Mexican hat; see Fig. 1. Our analysis refers to the states
localized about the local maximum of g(Q,P ), and we count
the states off from this maximum.

Interstate transitions result from the oscillator coupling to
a thermal reservoir. For a weak coupling, the dynamics of
the resonantly modulated oscillator can often be described in
slow time τ = |ωF − ω0|t by a Markov master equation for
the oscillator density matrix ρ. To the lowest order in the
coupling, the coupling-induced term in this equation has a
familiar form [21],

(dρ/dτ )cpl = −κ(n̄ + 1)(a†aρ − 2aρa† + ρa†a)

− κn̄(aa†ρ − 2a†ρa + ρaa†). (A1)

We assumed here that the coupling is linear in the oscillator
raising and lowering operators a† and a. The coupling-
induced renormalization of the oscillator parameters has been
incorporated into their values; κ is the scaled oscillator decay
rate. It has not been assumed that the coupling leads to
Ohmic dissipation. The approximation involved relies on
the smallness of corrections ∼(∂κ/∂ω0)
ω,κ
ω/ω0 and
similar corrections for the polaronic frequency shift. Here,

ω includes the frequency detuning of the driving field
ωF − ω0 and the nonlinear shift of the eigenfrequency with
vibration amplitude, for typical amplitudes (for thermally
excited vibrations, this shift depends on temperature, but this
case is not of interest for this paper). An extra confirmation
of the applicability of Eq. (A1) is that, in the absence of
modulation, its results coincide [22] with the results obtained
with the double-time Green’s function technique [23], which
apply for arbitrary temperature.

From Eq. (A1), the scaled rates of transitions between the
eigenstates ψm and ψn due to emission and absorption of
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excitations of the thermal reservoir are, respectively,

W (e)
mn = 2κ(n̄ + 1)|anm|2, W (abs)

mn = n̄

n̄ + 1
W (e)

nm. (A2)

Here, amn ≡ 〈ψm|a|ψn〉 = (2λ)−1/2(Q + iP )mn.
If the dimensionless Planck constant λ for motion in the

rotating frame is small, λ � 1, one can find amn using the
WKB approximation for ψn(Q). A significant simplification
comes from the fact that the classical trajectories Q(τ ; g) of the
system with Hamiltonian g(Q,P ) are described by the Jacobi
elliptic functions; Q(τ ; g) is double periodic on the complex-τ
plane, with real period τ (1)

p (g) and complex period τ (2)
p (g)

[10]. For |m − n| � λ−1 the matrix element amn is given
by the Fourier m − n component of the function a(τ ; g) =
(2λ)−1/2[Q(τ ; g) + iP (τ ; g)] [24]. In turn, this gives

W
(e)
n n+k = κ(n̄ + 1)k2ν4

n

βλ

exp
[
kνn Im

(
2τ∗ − τ (2)

p

)]
∣∣ sinh

[
ikνn τ

(2)
p /2

]∣∣2 . (A3)

Here, τ∗ ≡ τ∗(gn) and τ (2)
p ≡ τ (2)

p (gn) (Im τ∗,Imτ (2)
p > 0);

τ∗(gn) is the pole of Q(τ ; gn) closest to the real axis; νn =
2π/τ (1)

p (gn) is the dimensionless frequency of vibrations in
the rotating frame with quasienergy gn. To the leading order in
λ, we have W

(e)
n n+k = W

(e)
n−k n. Equation (A3) has to be modified

for states very close to the extrema of g(Q,0); this modification
is straightforward.

APPENDIX B: MATRIX ELEMENTS BETWEEN REMOTE
QUASIENERGY STATES

In this Appendix we calculate in the WKB approximation
the exponent and the prefactor of the matrix element amn for
remote eigenstates ψm and ψn. The approach we use is similar,
but not identical, to that developed [20] in the problem of
a parametrically modulated oscillator. First, in the spirit of
Ref. [24], we write

amn = Re
∫ ∞

−∞
dQa+(Q), n > m,

(B1)

a+(Q) = ψm(Q)(Q + λ∂Q)ψ+
n (Q)/

√
2λ.

The function ψ+
n (Q) is an eigenfunction of operator g(Q,P =

−iλ∂Q) such that Re[ψ+
n (Q)] = ψn(Q) and that slightly above

the real Q axis in the WKB approximation

ψ+
n (Q) ≈

( −2νn

π∂P gn

)1/2

exp[iλ−1Sn(Q) + iπ/4]. (B2)

Here, ∂P gn is ∂P g calculated for the momentum P =
P (Q,gn); Sn(Q) is the mechanical action counted off from
the right turning point QR(gn) of the classical orbit that lies on
the inner dome of the function g(Q,P ) shown in Fig. 1, with
g(Q,P ) = gn. For the inner-dome orbits the momentum is

P (Q,g) =
√

1 − Q2 − 2
√

g + β1/2Q, (B3)

and Sn(Q) = ∫ Q

QR (gn) P (Q′,gn)dQ′.
The WKB approximation does not apply to the function

a+(Q) close to the zeros and the branching points of P (Q,gn)

and P (Q,gm). We go around these points by lifting the
integration contour above the real Q axis.

On the real-Q axis the WKB wave function ψm(Q) in
Eq. (B1) is ψm(Q) ∝ cos[λ−1Sm(Q) + π/4] for Q in the
interval between the left and right turning points, QL(gm) and
QR(gm). Above this interval on the complex-Q plane one of
the terms in the cosine becomes exponentially small and should
be disregarded in the WKB approximation [24], so that

ψm(Q) ≈
( −νm

2π∂P gm

)1/2

exp[−iλ−1Sm(Q) − iπ/4]. (B4)

We will illustrate the calculation by considering the case
gm <

√
β. For such g, the orbits on the external part of

g(Q,P ) have the shape of a horseshoe. The function P (Q,gm)
as given by Eq. (B3) has a branching point QB = −g/

√
β,

which corresponds to the two utmost negative-Q points of
the horseshoe. It also has three zeros: QR(gm), QL(gm), and
Qext(gm) on the real-Q axis, with QB < Qext < QL < QR .

To calculate the integral in Eq. (B1) we change in the
range Q > Qext to integration over a contour C shown in
Fig. 3(a). On this contour, from Eqs. (B1), (B2), and (B4),

FIG. 3. (Color online) (a) The contour of integration C for
calculating the matrix element (B6) in the WKB approximation
and the auxiliary integration contours C ′ and Carc for gm <

√
β;

QB ≡ QB (gm) and Qext ≡ Qext(gm) are the branching point and
turning point of P (Q,gm); see Eq. (B3). (b) Mapping of the Q plane
(with a branch cut from Qext to ∞, the black thin line in (a)) on the
interior of a rectangle on the τ plane for gm <

√
β by the function

Q(τ ; g) that describes the classical Hamiltonian trajectory with given
g, gn < g < gm; τ (1)

p , τ (2)
p , and τ∗ are the real and imaginary periods

and the pole of Q(τ ; g), respectively. The solid (C̃), dashed (C̃arc), and
dash-dotted (C̃ ′) lines are the maps of the corresponding contours in
(a). The solid arc in the lower left corner is the map of the real axis of
Q from −∞ to QB (g); τB and τext are the times for reaching QB (gm)
and Qext(gm). (c) Integration contours for gm >

√
β. (d) Conformal

mapping for g >
√

β. The curved red line dividing the rectangle into
two parts is the map of the real axis of Q from −∞ to QB (g).

062117-5



GUO, PEANO, MARTHALER, AND DYKMAN PHYSICAL REVIEW A 87, 062117 (2013)

a+(Q) ≈ aWKB
+ (Q) with

aWKB
+ (Q) ≡ π−1(νnνm/2λ∂P gn∂P gm)1/2

× [Q + iP (Q,gn)] exp{i[Sn(Q) − Sm(Q)]/λ}.
(B5)

It is straightforward to show using the full expression for
ψm(Q) that the real part of the exponent in the expression for
a+(Q) monotonically increases on the interval (−∞,Qext].
Therefore, to logarithmic accuracy the upper bound of the
contribution of the integral from −∞ to Qext of a+(Q) in
Eq. (B1) is ∼a+(Qext) ∼ aWKB

+ (Qext). Below we show that
amn is exponentially larger than aWKB

+ (Qext). Then

amn ≈ Re
∫
C
dQaWKB

+ (Q). (B6)

To evaluate the integral (B6), we analytically continue aWKB
+

to the Q plane with a branch cut on the semi-infinite interval
[QB(gm),∞). We then can change from integration along C
to integration along the circle Carc and contour C ′ shown in
Fig. 3(a).

The function Q(τ ; g), which describes the classical trajec-
tory for the Hamiltonian g(Q,P ), provides conformal mapping
of the Q plane (with a branch cut) onto a g-dependent region
on the plane of complex time τ . We define τ (Q,g) as the
duration of classical motion from the turning point QR(g) to
Q. Then the region of the τ plane that corresponds to the Q

plane (with a branch cut) is the interior of a rectangle shown
in Fig. 3(b).

Since τ (Q,g) = ∂S/∂g, the exponent in Eq. (B5) is

i

λ
[Sn(Q) − Sm(Q)] = − i

λ

∫ gm

gn

dgτ (Q,g). (B7)

As seen in Fig. 3(b), for any g between gn and gm, for any Qarc

on contour Carc and any Q′ on contour C ′, |Im τ (Qarc,g)| <

|Im τ (Q′,g)|. Therefore, aWKB
+ (Q) is exponentially smaller on

contour C ′ than on contour Carc, and the integral along C ′ can be
disregarded. Moreover, aWKB

+ (Qext(gm)) � amn, as assumed in
Eq. (B6).

The integral along Carc can be evaluated using the asymp-
totic expressions P ≈ −iQ, gP ≈ i2β1/4Q3/2,

i

λ
[Sn(Q) − Sm(Q)] ≈ i

λ

∫ gm

gn

dgτ∗(g) + gm − gn

λβ1/4Q1/2
. (B8)

With Eq. (B8), the integral (B6) is reduced to a simple residue,
which gives

amn =
(

2νnνm

βλ3

)1/2

(gm − gn) exp

[
iλ−1

∫ gm

gn

dgτ∗(g)

]
.

(B9)

For gm >
√

β, the small-momentum branch P (Q,gm) (B3)
has only two turning points. In the WKB approximation,
a+(Q) ≈ aWKB

+ (Q) on contour C whose left end point is
the branching point QB(gm); see Fig. 3(c). The conformal
mapping Q(τ ; g) has a different topology, which is shown in
Fig. 3(d). Nonetheless, using the same arguments as before, we
arrive at the same expression (B9) for the matrix elements amn.

In Fig. 4 we compare the explicit analytical expression for
the matrix elements amn, which includes both the exponent

FIG. 4. (Color online) Comparison of Eq. (B9) for amn calculated
as a continuous function of gn (solid lines) with numerical calculations
(symbols). The scaled intensity of the modulating field is β = 0.0448.
The other parameter values are λ = 0.0053 and m = 4 (violet
triangles), λ = 0.09 and m = 2 (blue circles), and λ = 0.15 and
m = 1 (green squares). The parameter m has been chosen so that
gm ≈ ge = 1/4.

and the prefactor, with the numerical calculations based on
solving the Schrödinger equation ĝψn = gnψn. The results
are in excellent agreement.

APPENDIX C: THERMALLY INDUCED MODIFICATION
OF THE T = 0 DISTRIBUTION

The explicit expression for the transition matrix elements
(B9) makes it possible to calculate the rate of absorption-
induced transitions to a state n scaled by the rate of leaving
this state κ

(0)
n , which is given by Eq. (7) with ρm,ρn replaced by

their T = 0 values ρ(0)
m ,ρ(0)

n . The most probable transitions are
those from states m closer to the SVS, m < n. From Eq. (B9),
the term w(0)

mn = W (abs)
mn ρ(0)

m /ρ(0)
n in the expression for κ

(0)
n for

n − m 	 1 is of the form

w(0)
mn ≈ n̄κλ−3C(w)(gm,gn) exp

[
λ−1

∫ gm

gn

f (g)dg

]
,

C(w)(gm,gn) = (4νmνn/β) (gm − gn)2, (C1)

with f (g) = 2Im[τ (2)
p (g) − 3τ∗(g)]. As a function of m, w(0)

mn

is maximal for gm closest to the quasienergy value ge given by
the condition f (ge) = 0.

Calculating the sum of w(0)
mn by the steepest-descent method,

we obtain Eq. (8) for κ
(0)
n with

Cn = C(w)(ge,gn)[2κ2π/∂gf (ge)]1/2/
(
λW (e)

n

)
. (C2)

The overall rate W (e)
n of emission-induced transitions from

state n for n̄ � 1 can be found from Eq. (A3); using this
equation we obtain Cn ∼ C(w)(ge,gn)[2π/∂gf (ge)]1/2.

The modification of the distribution ρ(0)
n = exp(−R(0)

n /λ)
by absorption-induced transitions becomes substantial when
n̄ is still exponentially small in λ, | ln n̄| �

∫ ge

gS
f (g)dg/λ. For

small n̄, the change 
n of the eikonal, Rn = R(0)
n + 
n, is

described by Eq. (9). The solution of this equation for nκ −
n 	 1 is given by a simple perturbation theory and has the
form of Eq. (10) of the main text with

an ≈
∑
m

(
W (e)

nm

/
W (e)

n

){1 − exp[(m − n)ν(gn)f (gn)]}. (C3)

Using the explicit form of W (e)
mn, Eq. (A3), one can show that

an > 0.
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1. Temperature range n̄ � λ3

In this section we analyze the change 
n of the eikonal of
the probability distribution for 1 	 n̄ 	 λ3. As we will see,
in contrast to the range n̄ � λ3 discussed in the main text,
for n̄ 	 λ3 the dominating term in κn is κ

′
n. It describes the

contribution from transitions from not too strongly separated
states. From Eq. (11), the leading-order term in 
n in the
range n − nκ 	 n̄−1/3 is still given by Eq, (12). However,
when calculating κ

′
n one should add a correction −(n − m)εn

to the leading term in (
n − 
m)/λ, with |εn| � 1. This is
reminiscent of the calculation of the correction to the eikonal
for a parametric oscillator [11], which was done, however,
away from the crossover region.

From Eq. (11) of the main text, the sum over m in κ
′
n is a

second derivative with respect to εn of a geometric series, since
the prefactor in w(0)

mn is C(w)(gm,gn) ∝ (gm − gn)2 ∝ (n − m)2

for |n − m| � 1/λ; see Eq. (C1). Then

κ
′
n ≈ (

n̄/ε3
n

)
Cκ(gn), Cκ(gn) = 8ν4

nκ
/
λβW (e)

n . (C4)

The coefficient Cκ(g) is independent of λ and is ∼1, generally.
Since κ

′
n � 1, from Eq. (C4) we have εn ∼ n̄1/3, and


n ≈ −
∫ gκ

gn

dgf (g) − n̄1/3
∫ gκ

gn

dgν−1(g)C1/3
κ

(g),

n − nκ 	 1. (C5)

The correction ∝n̄1/3 in Eq. (C5) increases |lnρn| by a term
∝n̄1/3/λ 	 1. Respectively, κ

′′
n as given by Eq. (11) becomes

exponentially small, in agreement with the assumption that it
could be disregarded. On the whole, as the ratio n̄1/3/λ changes
from small to large, so also does the ratio κ

′
n/κ

′′
n , starting from

large n.
From Eq. (C1) and from Eq. (8), for n̄ approaching

λ3/2 � 1 the quasienergy gκ approaches ge. For n̄ 	 λ3/2, i.e.,
outside the crossover region, T > Tc2, the rates of transitions
into all states with gn < ge are determined by absorption
(thermal) processes. In this range κn = κ

′
n, and the eikonal

Rn = R(0)
n + 
n is determined by Eq. (C5). For n̄ 	 λ3 the

slope d|lnWsw|/dT −1 ∝ (h̄ω0/kB)n̄1/3/λ is much larger than
in the region of the plateau, where it is equal to h̄ω0/kB .
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